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Abstract The paper presents a survey of most common hardware architectures for
finite field arithmetic especially suitable for cryptographic applications. We discuss
architectures for three types of finite fields and their special versions popularly
used in cryptography: binary fields, prime fields and extension fields. We summa-
rize algorithms and hardware architectures for finite field multiplication, squaring,
addition/subtraction, and inversion for each of these fields. Since implementations in
hardware can either focus on high-speed or on area-time efficiency, a careful choice
of the appropriate set of architectures has to be made depending on the performance
requirements and available area.
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1 Introduction

Before 1976, Galois fields and their hardware implementation received considerable
attention because of their applications in coding theory and the implementation
of error correcting codes. In 1976, Diffie and Hellman [20] invented public-key
cryptography1 and single-handedly revolutionized a field which, until then, had been
the domain of intelligence agencies and secret government organizations. In addition
to solving the key management problem and allowing for digital signatures, public-
key cryptography provided a major application area for finite fields. In particular,
the Diffie-Hellman key exchange is based on the difficulty of the Discrete Logarithm
(DL) problem in finite fields. It is apparent, however, that most of the work on
arithmetic architectures for finite fields only appeared after the introduction of two
public-key cryptosystems based on finite fields: elliptic curve cryptosystems (ECC),
introduced by Miller and Koblitz [39, 47], and hyperelliptic cryptosystems (HECC),
a generalization of elliptic curves introduced by Koblitz in [40].

Both, prime fields and extension fields, have been proposed for use in such
cryptographic systems but until a few years ago the focus of hardware implemen-
tations was mainly on fields of characteristic 2. This is due to two main reasons.
First, even characteristic fields naturally offer a straight forward manner in which
field elements can be represented. In particular, elements of F2 can be represented
by the logical values ‘0’ and ‘1’ and thus, elements of F2m can be represented as
vectors of 0s and 1s. Second, until 1997 applications of fields Fpm for odd p were
scarce in the cryptographic literature. This changed with the appearance of works
such as [13, 14, 41, 46, 64] and more recently with the introduction of pairing-
based cryptographic schemes [5]. The situation with prime fields Fp has been slightly
different as the type of arithmetic necessary to support for these fields is in essence
the same as that needed for the RSA cryptosystem [60], the most widely used
cryptosystem to this day, and the Digital Signature Algorithm [52].

The importance of the study of architectures for finite fields lies on the fact that
a major portion of the runtime of cryptographic algorithms is spent on finite field
arithmetic computations. For example, in the case of the asymmetric cryptosystems
such as RSA, DSA, or ECC, most time is spent on the computation of modular
multiplications. Therefore performance gains of such core routines directly affects
the performance of the entire cryptosystem. In addition, although various efficient
algorithms exist for finite field arithmetic for signal processing applications, the algo-
rithms suitable for practical cryptographic implementations vary due to the relatively
large size of finite field operands used in cryptographic applications. A single public-
key encryption such as, an RSA or a DSA operation can involve thousands of
modular multiplications with 1,024-bit long or larger. Especially in hardware, many
degrees of freedom exist during the implementation of a cryptographic system and
this demands for a careful choice of basic building blocks, adapted to one’s needs.

1 The discovery of public-key cryptography in the intelligence community is attributed in [23] to
John H. Ellis in 1970. The discovery of the equivalent of the RSA cryptosystem [60] is attributed to
Clifford Cocks in 1973 while the equivalent of the Diffie–Hellman key exchange was discovered by
Malcolm J. Williamson, in 1974. However, it is believed (although the issue remains open) that these
British scientists did not realize the practical implications of their discoveries at the time of their
publication within CESG (see for example [21, 62]).
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Furthermore, there are stricter constraints which need to be fulfilled concerning a
target platform like smart-cards and RFID tags, where tight restrictions in terms of
minimal energy consumption and area must be met.

We present here a survey of different hardware architectures for the three
different types of finite fields that are most commonly used in cryptography:

– Prime fields Fp,
– Binary fields F2m , and
– Extension fields Fpm for odd primes p.

The remainder of the paper is organized as follows. In Section 2, we describe
architectures for Fp fields. These fields are probably the most widely used in
cryptographic applications. In addition, they constitute basic building blocks for
architectures supporting Fpm field operations where p is an odd prime. In Section 3,
we introduce the representation of extension field (F2m and Fpm) elements used in
this paper. Sections 4 and 5 describe hardware implementation architectures for F2m

and Fpm fields, respectively. Section 7 concludes this contribution.

2 Hardware Implementation Techniques over Fp

In this section, we survey hardware architectures for performing addition, subtrac-
tion, multiplication, and inverse in Fp fields, where p is an odd prime. Section 2.1
deals with integer adders which will be fundamental building blocks for the Fp

multipliers presented in Section 2.2.

2.1 Addition and Subtraction in Fp

It is well known that adders constitute the basic building blocks for more com-
plicated arithmetic operators such as multipliers. Thus, this section surveys adder
architectures which will be used in the next sections to implement more complicated
operators. For more detailed treatments of hardware architectures and computer
arithmetic, we refer the reader to [42, 55].

In what follows, we consider the addition of two n-bit integers A =∑n−1
i=0 ai2i

and B =∑n−1
i=0 bi2i, with S = cout2n +∑n−1

i=0 si2i = A+ B being possibly an (n+ 1)-
bit integer. We refer to A and B as the inputs (and their bits ai and bi as the input
bits) and S as the sum (and its bits si for i = 0 · · ·n− 1 as the sum bits). The last bit
of the sum cout receives the special name of carry-out bit.

In the case of modular addition and subtraction, the result of an addition or
subtraction has to be reduced. Generally, in the case of an addition we check whether
the intermediate result A+ B ≥ p (where p is the modulus) and eventually reduce
the result by subtracting the modulus p once. In the case of subtraction, we usually
check whether A− B < 0 and eventually add the modulus.

In the following, we will describe architectures for a simple addition and sub-
traction circuit. For the modular arithmetic, some control logic for reducing the
intermediate results has to be added.
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2.1.1 Building Blocks for Adders and Subtracters

Single-bit half-adders (HA) and full-adders (FA) are the basic building blocks used
to synthesize more complex adders. A HA accepts two input bits a and b and outputs
a sum-bit s and a carry-out bit cout following Eqs. (1) and (2)

s = a⊕ b (1)

cout = a ∧ b (2)

A half-adder can be seen as a single-bit binary adder that produces the 2-bit binary
sum of its inputs, i.e., a+ b = (cout s)2. In a similar manner, a full-adder accepts a
3-bit input a, b and a carry-in bit cin, and outputs 2 bits: a sum-bit s and a carry-out
bit cout, according to Eqs. (3) and (4)

s = a⊕ b ⊕ cin (3)

cout = (a ∧ b ) ∨ (cin ∧ (a∨ b ))

= (a ∧ b ) ∨ (a ∧ cin) ∨ (b ∧ cin) (4)

Pictorially, we can view half-adders and full-adders as depicted in Figures 1 and 2.
In the next paragraph, we will discuss the simplest version of an adder and how

adders can be used for subtraction.

2.1.2 Ripple-Carry Adders (RCA)

An n-bit ripple-carry adder (RCA) can be synthesized by concatenating n single-bit
FA cells, with the carry-out bit of the ith-cell used as the carry-in bit of the (i+ 1)th-
cell. The resulting n-bit adder outputs an n-bit long sum and a carry-out bit.

Addition and subtraction usually is implemented as a single circuit. A subtraction
x− y can simply be computed by the addition of x, y, and 1, where y is the bitwise
complement of y. Hence, the subtraction can rely on the hardware for addition.

Figure 1 Half-adder cell.
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Figure 2 Full-adder cell.
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Figure 3 shows a combined addition and subtraction circuit where only one input bit
has to be changed (sub=1) in order to compute a subtraction rather than an addition.

The total latency of an n-bit RCA can be approximated by n · TFA, where TFA

refers to the delay of a single full-adder cell. Designing n-bit RCAs for any value of
n is a rather simple task: simply, concatenate as many FA cells as bits of precision
are required. In addition, although not directly relevant to the treatment here,
RCA-based designs have two other advantages: (a) easy sign detection if one uses
2’s complement arithmetic, and (b) subtraction is accomplished by first converting
the subtrahend to its 2’s complement representation and then adding the result
to the original minuend. However, the delay of the RCA grows linearly with n,
making it undesirable for large values of n or for high-speed applications, as it is
the case in many cryptographic systems. Thus, the need to explore other designs to
improve the performance of the adder without significantly increasing area-resource
requirements.

Figure 3 Simple addition and subtraction circuit based on an n-bit RCA.
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2.1.3 Carry-Lookahead Adders (CLA)

As its name indicates a carry lookahead adder (CLA) computes the carries generated
during an addition before the addition process takes place, thus, reducing the total
time delay of the RCA at the cost of additional logic. In order to compute carries
ahead of time we define next generate, propagate, and annihilate signals.

Definition 1 Let ai, b i be two operand digits in radix-r notation and ci be the carry-
in digit. Then, we define the generate signal gi, the propagate signal pi, and the
annihilate (absorb) signal vi as:

gi = 1 if ai + bi ≥ r

pi = 1 if ai + bi = r − 1

vi = 1 if ai + bi < r − 1

where ci, gi, pi, vi ∈ {0, 1} and 0 ≤ ai, bi < r.

Notice that Definition 1 is independent of the radix used which allows one to treat
the carry propagation problem independently of the number system [55]. Specializing
to the binary case and using the signals from Definition 1, we can re-write gi, pi, and
vi as:

gi = ai ∧ bi (5)

pi = ai ⊕ bi (6)

vi = ai ∧ bi = ai ∨ bi (7)

Relations (5), (6), and (7) have very simple interpretations. If ai, bi ∈ GF(2), then
a carry will be generated whenever both ai and bi are equal to 1, a carry will be
propagated if either ai or bi are equal to 1, and a carry will be absorbed whenever
both input bits are equal to 0. In some cases it is also useful to define a transfer signal
(ti = ai ∨ bi) which denotes the event that the carry-out will be 1 given that the carry-
in is equal to 1.2 Combining Eqs. (4), (5), and (6) we can write the carry-recurrence
relation as follows:

ci+1 = gi ∨ (ci ∧ ti) = gi ∨ (ci ∧ pi) (8)

Intuitively, Eq. (8) says that there will be a non-zero carry at stage i+ 1 either if
the generate signal is equal to 1 or there was a carry at stage i and it was propagated
(or transferred) by this stage. Notice that implementing the carry-recurrence using
the transfer signal leads to slightly faster adders than using the propagate signal, since

2 Notice that different authors use different definitions. We have followed the definitions of [55],
however [42] only defines two types of signals a generate signal, which is the same as the generate
signal from [55], and a propagate signal which is equivalent to [55] transfer signal. The resulting carry
recurrence relations are nevertheless the same.
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an OR gate is easier to produce than an XOR gate [55]. Notice that from Eqs. (3)
and (6), it follows that

si = pi ⊕ ci (9)

Thus, Eqs. (9) and (8) define the CLA.

2.1.4 Carry-Save Adders (CSA)

A CSA is simply a parallel ensemble of n full-adders without any horizontal
connection, i.e., the carry bit from adder i is not fed to adder i+ 1 but rather,
stored as c′i. In particular given three n-bit integers A =∑n−1

i=0 ai2i, B =∑n−1
i=0 bi2i,

and C =∑n−1
i=0 ci2i, their sum produces two integers C′ =∑n

i=0 c′i2
i and S =∑n−1

i=0 si2i

such that

C′ + S = A+ B+ C

where:

si = ai ⊕ bi ⊕ ci (10)

c′i+1 = (ai ∧ bi) ∨ (ai ∧ ci) ∨ (bi ∧ ci) (11)

where c′0 = 0 (notice that Eqs. (10) and (11) are nothing else but Eqs. (1) and (2)
re-written for different inputs and outputs). An n-bit CSA is shown in Figure 4.

We point out that since the inputs A, B, and C are all applied in parallel the total
delay of a CSA is equal to that of a full-adder cell (i.e., the delay of Eqs. (10) and
(11)). On the other hand, the area of the CSA is just n-times the area of an FA
cell and it scales very easily by adding more FA-cells in parallel. Subtraction can be
accomplished by using 2’s complement representation of the inputs.

However, CSAs have two major drawbacks:

– Sign detection is hard. In other words, when an integer is represented as a carry-
save pair (C′, S) such that its actual value is C′ + S, we may not know the sign
of the total sum C′ + S unless the addition is performed in full length. In [35] a
method for fast sign estimation is introduced and applied to the construction of
modular multipliers.

Figure 4 n-bit carry-save
adder.
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– CSAs do not solve the problem of adding two integers and producing a single
output. Instead, it adds three integers and produces two outputs.

2.1.5 Carry-Delayed Adders (CDA)

Carry-delayed adders (CDAs) were originally introduced in [53] as a modification
to the CSA paradigm. In particular, a CDA is a two-level CSA. Thus, adding A =∑n−1

i=0 ai2i, B =∑n−1
i=0 bi2i, and C =∑n−1

i=0 ci2i, we obtain the sum-pair (D, T), such
that D+ T = A+ B+ C, where

si = ai ⊕ bi ⊕ ci

c′i+1 = (ai ∧ bi) ∨ (ai ∧ ci) ∨ (bi ∧ ci)

ti = si ⊕ c′i (12)

di+1 = si ∧ c′i (13)

with c′0 = d0 = 0. Notice that Eqs. (12) and (13) are exactly the same equations that
define a half-adder, thus an n-bit CDA is nothing else but an n-bit CSA plus a row of
n half-adders. The overall latency is equal to the delay of a full-adder and a half-adder
cascaded in series, whereas the total area is equal to n times the area of a full-adder
and a half adder. The CDA scales in same manner as the CSA.

2.1.6 Summary and Comparison

We described four different integer adders: ripple-carry adders, carry-lookahead
adders, carry-save adders, and carry-delayed adders. The asymptotic complexity of
the above adders is summarized in Table 1 and it is well known.

2.2 Multiplication in Fp

As in the case of modulo adders, we have also divided the multipliers according to
the method of implementation. Thus, we have modulo multipliers based on adders,
table-lookups, hybrid architectures, and purely combinatorial circuits.

We will describe hardware architectures of two algorithmic concepts for the mod-
ular multiplication. The modular Montgomery multiplication and the interleaved

Table 1 Asymptotic area/time complexities of different n-bit adders

Adder type Abbreviation Area Time

Ripple-carry adder RCA O(n) O(n)

Carry-lookahead adder CLA O(n log n) O(log n)

Carry-save adder CSA O(n) O(1)

Carry-delayed adder CDA O(n) O(1)
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modular multiplication allow for an area-time efficient design. Modular multiplica-
tion in Fp is the mathematical operation

x · y mod p

with y, x, p ∈ Fp and x, y < p, whereby x and y are called the operands and p
denotes the modulus. In current practical cryptologic applications, x, y and p are
large numbers of 100 bit and above. There exists many different algorithms for
modular multiplication. All these algorithms belong to one of two groups:

– Parallel algorithms: most such algorithms are time optimal and calculate the
result with a time complexity of O(log p) [74]. Their disadvantage is a huge area
complexity, resulting in an expensive hardware implementation. But many prac-
tical applications require low-cost solutions, especially now where an increasing
number of high volume products require cryptographic foundations (e.g., in
consumer electronics).

– Sequential algorithms: the sequential algorithms of highest importance are the
classical modular multiplication [36], Barrett modular multiplication [4], inter-
leaved modular multiplication [11, 63], and modular Montgomery multiplica-
tion [50].

In the classical modular multiplication, operands are multiplied and the result
is divided by modulus. The remainder of this division is the result of the modular
multiplication. The disadvantage of the classical modular multiplication is the size of
the intermediate result, which is twice the size of the operands and more importantly,
its area and time complexities. Barrett replaces the modular multiplication by three
standard multiplications and some additions. The disadvantage of this solution
is the high time complexity of three multiplications. During interleaved modular
multiplication the multiplication and the calculation of the remainder of the division
are interleaved. The advantage is that the length of the intermediate result is only 1
or 2 bits larger than the operands. The disadvantage is the use of subtractions in order
to reduce the intermediate results. More detailed information about interleaved
modular multiplication will be provided in the following. The modular Montgomery
multiplication is the most frequently used algorithm for modular multiplication.
The computation is done in the Montgomery domain. As an advantage of this
computation, we do not need subtractions to reduce the intermediate results. The
disadvantage is the fact that the modular Montgomery multiplication calculates

x · y · 2−k (mod p) instead of x · y (mod p).

Hence, two modular Montgomery multiplications are required for one modular mul-
tiplication. More detailed information about modular Montgomery multiplication is
given in following paragraphs.

2.2.1 Interleaved Modular Multiplication

The idea of interleaved modular multiplication is quite simple: the first operand
is multiplied with the second operand in a bitwise manner and added to the
intermediate result. The intermediate result is reduced with respect to the modulus.
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Algorithm 1 Interleaved Modular Multiplication
Input: x, y, p with 0 ≤ x, y ≤ p
Output: u = x · y mod p

k: number of bits of x
xi: ith bit of x

1: u = 0;
2: for i = k− 1; i ≥ 0; i = i− 1 do
3: u = 2 · u;
4: v = xi · y;
5: u = u+ v;
6: if u ≥ p then
7: u = u− p;
8: end if
9: if u ≥ p then

10: u = u− p;
11: end if
12: end for

For this purpose two subtractions per iteration are required. Algorithm 1 provides
a pseudo code description of interleaved modular multiplication. Algorithm 1 has
several drawbacks: the first problem is the comparison of u and p in Steps 6 and 9. In
the worst case all bits of p and u must be compared. This problem can be solved by
an approximate comparison with 2k instead of p. The second problem is the number
of additions or subtractions in Steps 5, 7, and 10. All these operations can be replaced
by one addition only. In order to do so, we estimate the number of times p should be
subtracted, and find out if y will be added in the next loop iteration. There are only
few possible values for this estimation. These can be precomputed and stored in a
look-up table. In each loop iteration, the estimation of the previous iteration can be
added to the intermediate result. Figure 5 depicts an optimized architecture of the
interleaved modular multiplication.

The advantage of this version is the fact that only one addition per iteration of the
loop is required. It is also possible to use a CSA in order to obtain a higher clock
frequency, as suggested by [15].

2.2.2 Montgomery Modular Multiplication

Montgomery modular multiplication is based on the same concept as the interleaved
modular multiplication: the first operand is multiplied bitwise with the second
operand. The results of these partial multiplications are added successively from
the least significant to the most significant bit differently from interleaved modular
multiplication. In each iteration, we determine whether the intermediate result is
odd or even. For this purpose the least significant bit of the intermediate result is
inspected. In case this bit is equal to ‘1,’ the modulus is added to the intermediate
sum. This guarantees the sum to be even. The intermediate result is then divided by
2. Algorithm 2 describes the Montgomery modular multiplication.
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Figure 5 Interleaved modular multiplication with RCA.

A modular multiplication for numbers in standard representation requires two
modular Montgomery multiplications:

ẑ = Montgomery(x, y, p)

= x · y · 2−k mod p

and

z = Montgomery(ẑ, 22k mod p, p)

= (x · y · 2−k mod p) · (22k mod p) · 2−k mod p

= (x · y · 2−k · 22k · 2−k) mod p

= x · y mod p.

The advantage of Algorithm 2 is that it does not require any subtractions.
However, the algorithm requires two additions per loop iteration and these additions
are slow because they are non-redundant. This problem was solved an [16] where a
very efficient architecture was presented for Montgomery multiplication with CSA.
This architecture is shown in Figure 6.

A detailed comparison of efficient hardware architectures for Montgomery multi-
plication and interleaved multiplication can be found in [3].
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Algorithm 2 Montgomery Modular Multiplication

Input: x, y < p < 2k, with 2k−1 < p < 2k and p = 2t + 1, with t ∈ N.
Output: u = x · y · 2−k mod p.

k: number of bit in x,
xi: ith bit of x

1: u = 0;
2: for i = 0; i < k; i++ do
3: u = u+ xi · y
4: if u0 = 1 then
5: u = u+ p;
6: end if
7: u = u div 2;
8: end for
9: if u ≥ p then

10: u = u− p;
11: end if

2.3 Architectures for Small Moduli

2.3.1 Table Look-up and Hybrid-based Architectures

The naive method to implement modular multiplication via table look-ups would
require m2�log2(m)	 bits of storage with m = �p	. Early implementations based on
table look-ups can be found in [33, 67]. However, several techniques have been
developed to improve on these memory requirements.

2.3.2 Combinatorial Architectures

This section considers modulo multipliers based on combinational logic for fixed
moduli. We emphasize that only architectures for fixed moduli have been considered.
In addition, it would not be fair to compare architectures which can process multiple
moduli to architectures optimized for a single modulus. To our knowledge, the best
architectures for variable moduli in the context of RNS is the one presented in
[17]. In Di Claudio et al. [17] introduced the pseudo-RNS representation. This new
representation is similar in flavor to the Montgomery multiplication technique as it
defines an auxiliary modulus A relatively-prime to p. The technique allows building
reprogrammable modulo multipliers, systolization, and simplifies the computation of
DSP algorithms. Nevertheless, ROM-based solutions seem to be more efficient for
small moduli p < 26 [17].

In Soudris et al. [66] present full-adder (FA) based architectures for RNS multiply-
add operations which adopt the carry-save paradigm. The paper concludes that for
moduli p > 25, FA based solutions outperform ROM ones. Finally, [57] introduces a
new design which takes advantage of the non-occurring combinations of input bits to
reduce certain 1-bit FAs to OR gates and, thus, reduce the overall area complexity
of the multiplier. The multiplier outperforms all previous designs in terms of area.
However, in terms of time complexity, the designs in [17, 61] as well as ROM-based
ones outperform the multiplier proposed in [57] for most prime moduli p < 27.
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Figure 6 Montgomery modular multiplication with one CSA.



88 Acta Appl Math (2006) 93: 75–118

Nevertheless, the combined time/area product in [57] is always less than that of
other designs.

2.4 Inversion in Fp

Several cryptographic methods based on prime fields Fp require an operation to
absorb the effect of a modular multiplication and hence find for a given value a, a
number b = a−1 mod p which fulfills the congruence a · b ≡ 1 mod p. To find such
a corresponding number b , we basically have two directions for an implementation.
The first is based on exploiting Fermat’s little theorem which translates into modular
exponentiation and the second relies on the principle of the extended Euclidean
(GCD) algorithm. Unfortunately, both approaches have significant disadvantages,
hence a lot of efforts have been taken to avoid or combine modular inversions
as often as possible by algorithmic modifications. In Elliptic Curve Cryptography
for example, the projective point representation is usually preferred for hardware
application because it trades inversions for multiplications which simplifies a design
enormously in terms of area costs.

2.4.1 Fermat’s Little Theorem

From Fermat’s little theorem we know that ap−1 ≡ 1 mod p. With this theorem, the
modular inversion can be easily implemented by computing b = a−1 ≡ ap−2 mod p.
This obviously can be implemented in hardware by an exponentiation fundamentally
relying on a clever choice of an underlying modular multiplication method (c.f.
Section 2.2) which is repetitively applied. The original multiplication hardware is
augmented by an exponentiation controller either implementing a classical binary
method or using a more advanced windowing technique. The smarter methods,
however, usually require additional precomputations and, thus, additional memory
to store the precomputed values. Figure 7 shows the basic schematic of a simple
Fermat based binary exponentiation circuit.

Figure 7 Finite field inversion
over Fp using exponentiation
hardware.
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The drawback of this type of approach is the slow execution speed for a single
inversion. In particular, exponentiation has an overall complexity of O(n3). A
hardware implementation which employs the Fermat based method has an area
complexity of O(n2) and a time complexity of O(n2), respectively. This is often
unacceptable. Hence, further attempts to reduce the execution time of an inversion
will be shown in the next section.

2.4.2 Extended GCD Algorithms

Another approach to inversion is the implementation of the extended Euclidean
algorithm (EEA) which computes the modular inverse of a number a ∈ Fp by finding
two variables b , q that satisfy the relation

ab + pq = gcd(a, p) = 1

Computing mod p on both sides of the equation, the term pq vanishes and the inverse
of a is finally obtained as b . The operation of the EEA is based on the iterative
computation of the gcd(a, m) with corresponding updates of the intermediate com-
binations of the coefficients leading to b , q. Due to the costly divisions in hardware
which are required to compute the GCD, binary variants have been developed which
are more appropriate for an implementation in hardware. Additionally, the Kaliski
algorithm which is based on a two step computation of such a binary EEA variant
is capable to perform an inversion between standard integer and Montgomery
domain [49].

2.4.3 Binary Extended Euclidean Algorithm (BEA)

The Binary Extended Euclidean Algorithm was first proposed by R. Silver and
J. Tersian in 1962 and it was published by G. Stein in 1967 [37]. It trades the divisions
performed in the original EEA method for bit shifts which are much better suited for
hardware applications. Hence, the algorithm can be efficiently implemented using
just adder and subtracter circuits in combination with shift registers for the division.
This benefit in the reduction of hardware complexity is at the expense of an increased
number of iterations. Here, the upper bound for the iteration count turns out to
be 2(

⌊
log2 x

⌋+ ⌊log2 y
⌋+ 2) [51]. Although several authors have proposed efficient

hardware architectures and implementations for the BEA [69, 71], more recent
research has concentrated on the development of Montgomery based inversion
which will be discussed in greater detail in the next section. Modular arithmetic in
the Montgomery domain over Fp always has the great advantage of a straightforward
modular reduction instead of a costly division.

2.4.4 Kaliski Inversion for Montgomery Domain

The modular inverse for Montgomery arithmetic was first introduced by Kaliski in
1995 [34] as a modification of the extended binary GCD algorithm. This method
provides some degree of computational freedom by finding the modular inverse in
two phases: First, for a given value a ∈ Fp in standard representation or a · 2m ∈ Fp

in the Montgomery domain, an almost modular inverse r with r = a−1 · 2z mod p is
computed. Secondly, the output r is corrected by a second phase which reduces the
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Table 2 Configurations of the Kaliski inversion for different domains

Domain After phase I Phase II operation Total complexity

Standard→ Standard r = a−1 · 2z r = (r + p · r0)/2 2z

Standard→Montgomery r = a−1 · 2z r = (r + p · r0)/2 2z −m

Montgomery→ Standard r = a−1 · 2z−h r = 2(r − p · r0) 2z −m

Montgomery→Montgomery r = a−1 · 2z−h r = 2(r − p · r0) 2m

exponent z in r either to z = 0 or z = m of the target domain. Thus, the algorithm can
be used for several combinations for converting values from and to the Montgomery
domain. Table 2 shows the possible options and their corresponding necessary
iteration count and the required type of operation for the correction performed in
the second phase. Note that due to the n-bit modulus p with p > a, the exponent z
is always in the range n < z < 2n. Hence, in the worst case 4n− 2 iterations have to
be performed for determining the modular inverse in standard domain whereas the
inverse in Montgomery representation solely requires about 2m where m denotes the
Montgomery radix.

From the sequential structure of Algorithm 3 it becomes clear that a direct transfer
to a hardware architecture suffers from a long critical path due to inner conditions as
well as the necessity for several parallel arithmetic components. Thus, the inversion
is costly in terms of area with a relatively low maximum clocking speed compared

Algorithm 3 Almost Montgomery Inverse (AMI)
Input: a ∈ Fp

Output: r and z where r = a−1 · 2z mod p and m ≤ z ≤ 2m
1: u← p, v← a, r← 0, s← 1
2: k← 0
3: while v > 0 do
4: if u is even then
5: u← u/2, s← 2s
6: else if v is even then
7: v← v/2, r← 2r
8: else if u > v then
9: u← (u− v)/2, r← r + s, s← 2s

10: else
11: v← (v − u)/2, s← r + s, r← 2r
12: end if
13: k← k+ 1
14: end while
15: if r ≥ p then
16: r← r − p {Make sure that r is within its boundaries}
17: end if
18: return r← p− r
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Figure 8 Basic Kaliski inversion design.

to the proposed architectures for multiplication and addition in previous sections. A
basic inverter design is shown in Figure 8 based on one n-bit adder and two n-bit
subtracters.

There are several improvements to minimize hardware requirements and signal
latency of the Kaliski inverter due to the long carry propagation path in the n-bit wide
adders and subtracters. An efficient VLSI architecture has been described in [29],
whereas in [22] the total critical path is reduced by using n/2-bit arithmetics which
enables a higher clocking frequency and increases the overall throughput. An area
optimized inversion design, however, was reported in [10] by Bucik and Lorencz.
The authors modified the AMI algorithm by introducing 2’s-complement number
representation which relaxed the critical path dependencies and allowed for a design
using only a single n-bit adder and subtracter.

3 Extension Fields F2m and Fpm : Preliminaries

3.1 Basis Representation

For the discussion that follows, it is important to point out that there are several
possibilities to represent elements of extension fields. Thus, in general, given an irre-
ducible polynomial F(x) of degree m over Fq and a root α of F(x) (i.e., F(α) = 0), one
can represent an element A ∈ Fqm , q = pn and p prime, as a polynomial in α, i.e., as
A = am−1α

m−1 + am−2α
m−2 + · · · + a1α + a0 with ai ∈ Fq. The set {1, α, α2, . . . , αm−1}

is then said to be a polynomial basis (or standard basis) for the finite field Fqm over
Fq. Another type of basis is called a normal basis. Normal bases are of the form
{β, βq, βq2

, . . . , βqm−1} for an appropriate element β ∈ Fqm . Then, an element B ∈ Fqm

can be represented as B = bm−1β
qm−1 + bm−2β

qm−2 + · · · + b1β
q + b0β where bi ∈ Fq.

It can be shown that for any field Fq and any extension field Fqm , there exists always
a normal basis of Fqm over Fq(see [43, Theorem 2.35]). Notice that (βqi

)qk = βqi+k =
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βqi+k mod m
which follows from the fact that βqm ≡ β (i.e., Fermat’s little theorem). Thus,

raising an element B ∈ Fqm to the qth power can be easily accomplished through
a cyclic shift of its coordinates, i.e., Bq = (bm−1β

qm−1 + bm−2β
qm−2 + · · · + b1β

q +
b0β)q = bm−2β

qm−1 + bm−3β
qm−2 + · · · + b0β

q + bm−1β , where we have used the fact
that in any field of characteristic p, (x+ y)q = xq + yq, where q = pn. Finally, the
dual basis has also received attention in the literature. Two bases {α0, α1, . . . , αm−1}
and {β0, β1, . . . , βm−1} of Fqm over Fq are said to be dual or complementary bases if
for 0 ≤ i, j ≤ m− 1 we have:

TrE/F (αiβj) =
⎧
⎨

⎩

0 for i 
= j

1 for i = j

A variation on dual bases is introduced in [48, 75] where the concept of a weakly dual
basis is defined. As a final remark notice that given a basis {α0, α1, . . . , αm−1} of Fqm

over Fq, one can always represent an element β ∈ Fqm as:

β = b0α0 + b1α1 + · · · + bm−1αm−1

where bi ∈ Fq.

3.2 Notation

In Sections 4 and 5 we describe hardware implementation techniques for fields F2m

and Fpm , where p is odd, respectively. Thus, in general we can speak of the field
Fpm , where p = 2 in the case of F2m and odd otherwise. The field is generated by
an irreducible polynomial F(x) = xm + G(x) = xm +∑m−1

i=0 gixi over Fp of degree m.
We assume α to be a root of F(x), thus for A, B, C ∈ Fpm , we write A =∑m−1

i=0 aiα
i,

B =∑m−1
i=0 biα

i, C =∑m−1
i=0 ciα

i, and ai, bi, ci ∈ Fp. Notice that by assumption F(α) =
0 since α is a root of F(x). Therefore,

αm = −G(α) =
m−1∑

i=0

−giα
i (14)

gives an easy way to perform modulo reduction whenever we encounter powers of α

greater than m− 1. Eq. (14) reduces to

αm = G(α) =
m−1∑

i=0

giα
i (15)

for fields of characteristic 2. Addition in Fpm can be achieved as shown in Eq. (16)

C(α) ≡ A(α)+ B(α) =
m−1∑

i=0

(ai + bi)α
i (16)

where the addition ai + bi is done in Fp, (e.g. ai ∈ {0, 1} for F2m ). Multiplication of
two elements A, B ∈ Fpm is written as C(α) =∑m−1

i=0 ciα
i ≡ A(α) · B(α), where the

multiplication is understood to happen in the finite field Fpm and all αt, with t ≥ m
can be reduced using Eq. (14). Notice that we abuse our notation and throughout
the text we will write A mod F(α) to mean explicitly the reduction step described
previously. Finally, we refer to A as the multiplicand and to B as the multiplier.
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4 Hardware Implementation Techniques for Fields F2m

Characteristic 2 fields F2m are often chosen for hardware realizations [12] as they are
well suited for hardware implementation due to their ‘carry-free’ arithmetic. This
not only simplifies the architecture but reduces the area due to the lack of carry
arithmetic. For hardware implementations trinomial and pentanomial reduction
polynomials are chosen as they enable a very efficient implementation. We present
here efficient architectures for multiplier and squarer implementations for binary
fields in hardware. The inversion architecture is similar in design to that used in
the extension fields of odd characteristic described in Section 6 and is therefore not
discussed here.

4.1 Multiplication in F2m

Multiplication of two elements A, B ∈ F2m , with A(α) =∑m−1
i=0 aiα

i and B(α) =
∑m−1

i=0 biα
i is given as

C(α) =
m−1∑

i=0

ciα
i ≡ A(α) · B(α) mod F(α)

where the multiplication is a polynomial multiplication, and all αt, with t ≥ m are
reduced with Eq. (15). The simplest algorithm for field multiplication is the shift-
and-add method [37] with the reduction step inter-leaved shown as Algorithm 4.

Notice that in Step 3 of Algorithm 4 the computation of bi A and Cα mod F(α) can
be performed in parallel as they are independent of each other. However, the value
of C in each iteration depends on both the value of C at the previous iteration and
on the value of bi A. This dependency has the effect of making the MSB multiplier
have a longer critical path than that of the Least Significant Bit (LSB) multiplier,
described later in the next section.

For hardware, the shift-and-add method can be implemented efficiently and is
suitable when area is constrained. When the bits of B are processed from the most-
significant bit to the least-significant bit (as in Algorithm 4), then it receives the name
of Most-Significant Bit-serial (MSB) multiplier [65].

Algorithm 4 Shift-and-Add Most Significant Bit (MSB) First F2m Multiplication

Input: A =∑m−1
i=0 aiα

i, B =∑m−1
i=0 biα

i where ai, bi ∈ F2.
Output: C ≡ A · B mod F(α) =∑m−1

i=0 ciα
i where ci ∈ F2.

1: C← 0
2: for i = m− 1 downto 0 do
3: C← C · α mod F(α)+ bi · A
4: end for
5: Return (C)
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4.1.1 Reduction mod F(α)

In the MSB multiplier, a quantity of the form Wα, where W(α) =∑m−1
i=0 wiα

i ∈ F2m ,
has to be reduced mod F(α). Multiplying W by α, we obtain

Wα =
m−1∑

i=0

wiα
i+1 = wm−1α

m +
m−2∑

i=0

wiα
i+1 (17)

Using the property of the reduction polynomial as shown in Eq. (15), we can
substitute for αm and re-write the index of the second summation in Eq. (17).
Wα mod F(α) can then be calculated as follows:

Wα mod F(α) =
m−1∑

i=0

(giwm−1)α
i +

m−1∑

i=1

wiα
i = (g0wm−1)+

m−1∑

i=1

(wi−1 + giwm−1)α
i

where all coefficient arithmetic is done modulo 2. As an example, we consider the
structure of a 163-bit MSB multiplier shown in Figure 9.

Here, the operand A is enabled onto the data-bus A of the multiplier directly
from the memory register location. The individual bits of bi are sent from a memory
location by implementing the memory registers as a cyclic shift-register (with the
output at the most-significant bit).

The reduction within the multiplier is performed on the accumulating result ci, as
in Step 3 in Algorithm 4. The taps that are fed back to ci are based on the reduction
polynomial. Figure 9 shows an implementation for the reduction polynomial F(x) =
x163 + x7 + x6 + x3 + 1, where the taps XOR the result of c162 to c7, c6 c3 and c0. The
complexity of the multiplier is n AND + (n+ t − 1) XOR gates and n FF where t = 3 for
a trinomial reduction polynomial and t = 5 for a pentanomial reduction polynomial.
The latency for the multiplier output is n clock cycles. The maximum critical path is
2�XOR (independent of n) where, �XOR represents the delay in an XOR gate.

Similarly a Least-Significant Bit-serial (LSB) multiplier can be implemented and
the choice between the two depends on the design architecture and goals. In an LSB
multiplier, the coefficients of B are processed starting from the least significant bit b0

Figure 9 F2163 Most significant bit-serial (MSB) multiplier circuit.
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and continues with the remaining coefficients one at a time in ascending order. Thus
multiplication according to this scheme is performed in the following way:

C ≡ AB mod F(α)

≡ b0 A+ b1(Aα mod F(α))+ b2(Aα2 mod F(α))

+ . . .+ bm−1(Aαm−1 mod F(α))

≡ b0 A+ b1(Aα mod F(α))+ b2((Aα)α mod F(α))

+ . . .+ bm−1((Aαm−2)α mod F(α))

4.1.2 Digit Multipliers

Introduced by Song and Parhi in [65], they consider trade-offs between speed, area,
and power consumption. This is achieved by processing several of B’s coefficients at
the same time. The number of coefficients that are processed in parallel is defined to
be the digit-size D. The total number of digits in the polynomial of degree m− 1 is
given by d = �m/D	. Then, we can re-write the multiplier as B =∑d−1

i=0 Biα
Di, where

Bi =
D−1∑

j=0

bDi+ jα
j , 0 ≤ i ≤ d− 1 (18)

and we assume that B has been padded with zero coefficients such that bi = 0
for m− 1 < i < d · D (i.e., the size of B is d · D coefficients but deg(B) < m). The
multiplication can then be performed as:

C ≡ A · B mod F(α) = A
d−1∑

i=0

Biα
Di mod F(α) (19)

The Least-Significant Digit-serial (LSD) multiplier is a generalization of the LSB
multiplier in which the digits of B are processed starting from the least significant to
the most significant. Using Eq. (19), the product in this scheme can be computed as
follows

C ≡ A · B mod F(α)

≡ [B0 A+ B1
(

AαD mod F(α)
)+ B2

(
AαDαD mod F(α)

)

+ . . .+ Bd−1
(

AαD(d−2)αD mod F(α)
)]

mod F(α)

Algorithm 5 shows the details of the LSD Multiplier.

Remark 1 If C is initialized to value I ∈ F2m in Algorithm 5, then we can obtain as
output the quantity, A · B+ I mod F(α) at no additional (hardware or delay) cost.
This operation, known as a multiply/accumulate operation is very useful in elliptic
curve based systems.
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Algorithm 5 Least Significant Digit-serial (LSD) Multiplier [65]

Input: A =∑m−1
i=0 aiα

i, where ai ∈ F2, B =∑� m
D 	−1

i=0 Biα
Di, where Bi as in Eq. (18)

Output: : C ≡ A · B =∑m−1
i=0 ciα

i, where ci ∈ F2

1: C← 0
2: for i = 0 to �m

D	 − 1 do
3: C← Bi A+ C
4: A← AαD mod F(α)

5: end for
6: Return (C mod F(α))

4.1.3 Reduction mod F(α) for Digit Multipliers

In an LSD multiplier, products of the form WαD mod F(α) occur (as seen in Step 4 of
Algorithm 5) which have to be reduced. As in the LSB multiplier case, one can derive
equations for the modular reduction for general irreducible F(α) polynomials. How-
ever, it is more interesting to search for polynomials that minimize the complexity of
the reduction operation. In coming up with these optimum irreducible polynomials
we use two theorems from [65].

Theorem 1 [65] Assume that the irreducible polynomial is of the form F(α) = αm +
gkα

k +∑k−1
j=0 g jα

j, with k < m. For t ≤ m− 1− k, αm+t can be reduced to degree less
than m in one step with the following equation:

αm+t mod F(α) = gkα
k+t +

k−1∑

j=0

g jα
j+t (20)

Theorem 2 [65] For digit multipliers with digit-element size D, when D ≤ m− k, the
intermediate results in Algorithm 5 (Step 4 and Step 6) can be reduced to degree less
than m in one step.

Theorems 1 and 2, implicitly say that for a given irreducible polynomial F(α) =
αm + gkα

k +∑k−1
j=0 g jα

j, the digit-element size D has to be chosen based on the value
of k, the second highest degree in the irreducible polynomial.

The architecture of the LSD multiplier is shown in Figure 10 and consists of three
main components.

1. The main reduction circuit to shift A left by D and reduce the result modF(α)

(Step 4 Algorithm 5).
2. The multiplier core which computes the intermediate C and stores it in the

accumulator (Step 3 Algorithm 5).
3. The final reduction circuit to reduce the contents in the accumulator to get the

final result C (Step 6 Algorithm 5).

All the components run in parallel requiring one clock cycle to complete each step
and the critical path of the whole multiplier normally depends on the critical path of
the multiplier core.
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Figure 10 LSD-single accumulator multiplier architecture.

Figure 11 SAM core.
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Figure 12 SAM main
reduction circuit.

D
m

D

k+1

AαD
D

We provide here an analysis of the area requirements and the critical path of the
different components of the multiplier. In what follows, we will refer to multipliers
with a single accumulator as Single-Accumulator-Multipliers or SAM for short. In
Figures 11, 12, and 13, we denote an AND gate with a filled dot and elements to
be XORed by a shaded line over them. The number of XOR gates and the critical
path is based on the assumption that a binary tree structure is used to XOR the
required elements. For n elements, the number of XOR gates required is n− 1
and the critical path delay becomes the binary tree depth �log2 n	. We calculate the
critical path as a function of the delay of one XOR gate( �XOR) and one AND gate
(�AND). This allows our analysis to be independent of the cell-technology used for
the implementation.

Figure 13 SAM final
reduction circuit. m+D-1

D-1

m

Acc

C
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4.1.4 SAM Core

The multiplier core performs the operation C← Bi A+ C (Step 4 Algorithm 5).
The implementation of the multiplier core is as shown in Figure 11 for a digit size
D = 4. It consists of ANDing the multiplicand A with each element of the digit of
the multiplier B and XORing the result into the accumulator Acc. The multiplier
core requires mD AND gates (denoted by the black dots), mD XOR gates (for
XORing the columns denoted by the shaded line) and m+ D− 1 Flip-Flops (FF)
for accumulating the result C.

It can be seen that the multiplier core has a maximum critical path delay of one
�AND (since all the ANDings in one column are done in parallel) and the delay for
XORing D+ 1 elements as shown in Figure 11. Thus the total critical path delay of
the multiplier core is �AND + �log2(D+ 1)	�XOR.

4.1.5 SAM Main Reduction Circuit

The main reduction circuit performs the operation A← AαD mod F(α) (Step 3
Algorithm 5) and is implemented as in Figure 12. Here the multiplicand A is shifted
left by the digit-size D which is equivalent to multiplying by αD. The result is then
reduced with the reduction polynomial by ANDing the higher D elements of the
shifted multiplicand with the reduction polynomial F(α) (shown in the figure as
pointed arrows) and XORing the result. We assume that the reduction polynomial is
chosen according to Theorem 2 which allows reduction to be done in one single step.
We can then show that the critical path delay of the reduction circuit is equal to or
less than that of the multiplier core.

The main reduction circuit requires (k+ 1) ANDs and k XORs gates for each
reduction element. The number of XOR gates is one less because the last element of
the reduction are XORed to empty elements in the shifted A. Therefore a total of
(k+ 1)D AND and kD XOR are needed for D digits. Further m FF are needed to
store A and k+ 1 FFs to store the general reduction polynomial.

The critical path of the main reduction circuit (as shown in Figure 12) is one AND
(since the ANDings occur in parallel) and the critical path for summation of the D
reduction components with the original shifted A. Thus the maximum critical path
delay is �AND + �log2(D+ 1)	�XOR, which is the same as the critical path delay of
the multiplier core.

4.1.6 SAM Final Reduction Circuit

The final reduction circuit performs the operation C mod F(α), where C of size
m+ D− 2. It is implemented as shown in Figure 13 which is similar to the main
reduction circuit without any shifting. Here the most significant (D− 1) elements
are reduced using the reduction polynomial F(α) similarly shown with arrows. The
area requirement for this circuit is (k+ 1)(D− 1) AND gates and (k+ 1)(D− 1)

XOR gates. The critical path of the final reduction circuit is �AND + �log2(D)	�XOR

which is less than that of the main reduction circuit since the size of the polynomial
reduced is one smaller (Figure 13).

An r-nomial reduction polynomial satisfying Theorem 2, i.e.
∑k

i=0 gi = (r − 1), is
a special case and hence the critical path is upper-bounded by that obtained for
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the general case. For a fixed r-nomial reduction polynomial, the area for the main
reduction circuit is (r − 1)D ANDs, (r − 2)D XORs and m FFs. No flip flops are
required to store the reduction polynomial as it can be hardwired.

4.2 Squaring in F2m

Polynomial basis squaring of C ∈ F2m is implemented by expanding C to double its
bit-length by interleaving 0 bits in between the original bits of C and then reducing
the double length result as shown here:

C ≡ A2 mod F(α)

≡ (am−1α
2(m−1) + am−2α

2(m−2) + . . .+ a1α
2 + a0) mod F(α)

In hardware, these two steps can be combined if the reduction polynomial has a
small number of non-zero coefficients such as in the case of irreducible trinomials
and pentanomials. The architecture of the squarer implemented as a hardwired
XOR circuit is shown in Figure 14. Here, the squaring is efficiently implemented
for F(x) = x163 + x7 + x6 + x3 + 1, to generate the result in one single clock cycle
without huge area requirements. It involves first the expansion by interleaving with
0s, which in hardware is just an interleaving of 0 bit valued lines on to the bus to
expand it to 2n bits. The reduction of this polynomial is inexpensive, first, due to the
fact that reduction polynomial used is a pentanomial, and secondly, the polynomial
being reduced is sparse with no reduction required for �n/2� of the higher order bits
(since they have been set to 0s).

The XOR requirements and the maximum critical path (assuming an XOR tree
implementation) for three different reduction polynomials used in elliptic curve
cryptography are given in Table 3.

Figure 14 F2163 squaring circuit.
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Table 3 F2m squaring unit
requirements Reduction polynomial F(x) XOR gates Critical path

x131 + x8 + x3 + x2 + 1 205 XOR 3 �X OR

x163 + x7 + x6 + x3 + 1 246 XOR 3 �X OR

x193 + x15 + 1 96 XOR 2 �X OR

5 Hardware Implementation Techniques for Fields Fpm

In recent years, there has been increased interest in cryptographic systems based
on fields of odd characteristic [13, 14, 41, 45, 46, 58, 64]. This section is concerned
with hardware architectures for addition, multiplication, and inversion in Fpm . The
multiplier architectures that we describe are completely general [6, 8] in the sense
that they can be applied to any extension degree m. We also study carefully the case
of F3m due to its cryptographic significance as applied in identity-based cryptosystems
and short signature schemes. Finally, we describe exponentiation based techniques
for inversion based on the treatment of [27].

5.1 Adder Architectures for Fpm

Addition in Fpm is performed according to Eq. (16). A parallel adder requires m Fp

adders and its critical path delay is one Fp adder. In some multiplier architectures,
such as the Most Significant Digit-Element (MSDE) first multiplier, the addition of
two intermediate polynomials of degree larger than m might need to be performed.
In these cases, a parallel adder will require (m+ D) Fp adders but the critical path
delay will remain that of one Fp adder.

5.2 Serial Architectures: LSE and MSE Multipliers over Fpm

There are three different types of architectures used to build Fpm multipliers:
array-, digit-, and parallel-multipliers [65]. Array-type (or serial) multipliers process
all coefficients of the multiplicand in parallel in the first step, while the coefficients of
the multiplier are processed serially. Array-type multiplication can be performed in
two different ways, depending on the order in which the coefficients of the multiplier
are processed: Least Significant Element (LSE) first multiplier and Most Significant
Element (MSE) first multiplier.

5.2.1 Least Significant Element (LSE) First Multiplier

As in the F2m case, the LSE scheme over Fpm processes first coefficient b0 of the
multiplier and continues with the remaining coefficients one at the time in ascending
order. Hence, multiplication according to this scheme can be performed in the
following way:

C ≡ AB mod F(α)

≡ b0 A+ b1(Aα mod F(α))+ b2(Aα2 mod F(α))+ . . .+ bm−1(Aαm−1 mod F(α))
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Algorithm 6 LSE Multiplier

Input: A =∑m−1
i=0 aiα

i, B =∑m−1
i=0 biα

i, where ai, b i ∈ Fp

Output: C ≡ A · B =∑m−1
i=0 ciα

i, where ci ∈ Fp

1: C← 0
2: for i = 0 to m− 1 do
3: C← bi A+ C
4: A← Aα mod F(α)

5: end for
6: Return (C)

The accumulation of the partial product has to be performed with a polynomial
adder. This multiplier computes the operation according to Algorithm 6.

5.2.2 Most Significant Element (MSE) First Multiplier

The most significant element multiplication starts with the highest coefficient of the
multiplier polynomial. Hence, the multiplication can be performed in the following
way:

C ≡ AB mod F(α)

≡ (. . . (bm−1 Aα mod F(α)+ bm−2 A)α mod F(α)+ . . .+ b1 A)α mod F(α)+ b0 A

The algorithm is similar to the characteristic two case except that instead of bits we
process elements of Fp, i.e., �log2(p)	 bits. Similarly whenever in the binary case we
shift by one bit (multiplication by α), in the odd characteristic case, we need to shift
by �log2(p)	 bits.

5.2.3 Reduction mod F(α)

In both LSE and MSE multipliers a quantity Wα, where W =∑m−1
i=0 wiα

i ∈ Fpm , wi ∈
Fp, has to be reduced mod F(α). It can be shown that Wα mod F(α) can then be
calculated as follows:

Wα mod F(α) =
m−1∑

i=0

(−giwm−1)α
i +

m−1∑

i=1

wiα
i = (−g0wm−1)+

m−1∑

i=1

(wi−1 − giwm−1)α
i

where all coefficient arithmetic is done modulo p. Once again we emphasize that
the only differences between odd characteristic and even characteristic multipliers
is that in the first case the coefficients are elements of Fp and that implies that the
coefficients are groups of �log2(p)	 bits. In addition, the reduction circuitry requires
adders and subtracters as opposed to only adders (XOR gates) as in the characteristic
two case.

5.3 Digit-Serial/Parallel Multipliers for Fpm

As in the characteristic 2 case, we can process more than coefficient of the multipli-
cand at the time. This results in digit multipliers. The number of coefficients that are
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processed in parallel is defined to be the digit-size and we denote it with the letter
D. For a digit-size D, we can denote by d = �m/D	 the total number of digits in
a polynomial of degree m− 1. Digit multipliers for Fpm are similar to their binary
characteristic counterparts except that instead of groups of bits now we need to
process groups of coefficients in parallel. As in [65], we can re-write the multiplier
as B =∑d−1

i=0 Biα
Di, where Bi =∑D−1

j=0 b Di+ jα
j 0 ≤ i ≤ d− 1 and we assume that B

has been padded with zero coefficients such that b i = 0 for m− 1 < i < d · D (i.e. the
size of B is d · D coefficients but deg(B) < m). Hence,

C ≡ AB mod F(α) = A
d−1∑

i=0

Biα
Di mod F(α)

As in the binary case, depending on the way we process the digits of the polynomial
B, the multipliers can be classified as Least Significant Digit-Element first multiplier
(LSDE) and Most Significant Digit-Element first multiplier (MSDE). Here, we
have introduced the word element to clarify that the digits correspond to groups
of Fp coefficients in contrast to [65] where the digits were groups of bits. The
algorithms themselves are simple generalizations of the F2m case and so we refer
the reader to Section 4 or to [6, 30] where the treatment is explicit for Fpm . Finally,
notice that all ground field arithmetic is performed in Fp. Thus, Fp multipliers and
adders/subtracters are required to build Fpm multipliers in contrast to the F2k case,
where only AND and XOR gates are required. Subtracters (multiplication by −1)
can be implemented as multiplication by p− 1. However, multiplication by αD is
very similar in both F2k and Fpm fields. The only difference is that instead of shifting
D bits (as in the F2k case), one has to shift D�log2(p)	 bits in Fpm fields.

5.4 Systolic and Scalable Architectures for Digit-Serial Multiplication

The work in [6] describes architectures for digital multiplication in Fpm but their
methods have the drawback of using global signals and long wires and they require
reconfigurability to achieve their full potential. In particular, [6] uses irreducible
trinomial specific circuitry to perform modular reduction on FPGAs. Thus, these
solutions lack flexibility in other hardware platforms such as ASICs. In this section
we describe the systolic architectures introduced in [8] for Fpm fields. The work in [8]
has several advantages over standard digit multipliers, which include:

– By using a systolic design we use localized routing, thus avoiding the need for
global control signals and long wires.

– Their methodology allows for ease of design and offers functional and layout
modularity all of which are properties envisioned in good VLSI designs

– The authors in [8] modify the standard digit multiplier designs to allow for
scalability as introduced in [70]. In other words, for a fixed value of the digit-
size D [6, 65] and parameter d, we can perform a multiplication for any value
of m in Fpm , with fixed p, i.e., multiple irreducible polynomials are supported,
making unnecessary the use of reconfigurability in FPGAs.
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5.4.1 Systolic Least-Significant Digit Element (LSDE) First Architecture

The basic idea in [8] is to make modular reduction independent of the irreducible
modulus F(α), by defining an alternate modulus F(α), working modulo F(α) during
the exponentiation (scalar multiplication if considering elliptic curves) phase of the
cryptographic operation and then at the end reducing modulo F(α) to obtain the final
result. Before continuing, we illustrate the problem that [8] is trying to solve with an
example.

Example 1 Suppose you want to compute AαD mod F(α) where A∈Fpm and F(α)=
αm + gkα

k +∑k−1
i=0 giα

i is an optimum irreducible polynomial in the sense of [6, 65].
Let A =∑d−1

i=0 Aiα
Di ∈ Fpm with d = �m/D	, Ai a digit (i.e., a group of D Fp

coefficients). Then,

AαD ≡ αD
d−1∑

i=0

Aiα
Di mod F(α) = Ad−1α

Dd +
d−1∑

i=1

Ai−1α
Di mod F(α)

AαD ≡ Ad−1α
Dd−m

(

−gkα
k −

k−1∑

i=0

giα
i

)

+
d−1∑

i=1

Ai−1α
Di

Notice that the first term in the reduced result depends on the value of m, in other
words on the field size. In fact, one needs to multiply by αDd−m, which can be
instantiated as a variable shifter in hardware. This is undesirable if scalability of the
multiplier is desired.

The following proposition is the basis for the architecture presented in [8].

Proposition 1 [8] Let A, B ∈ Fpm , F(α) = αm +∑m−1
i=0 giα

i, be an irreducible polyno-
mial over Fp, and d = �m/D	. Then, A · B mod F(α) ≡ [A · B mod F(α)] mod F(α),
where F(α) = αDd−m F(α).

Intuitively, Proposition 1 says that we can perform reductions modulo F(α) =
αDd−m F(α) and still obtain a result which when reduced modulo F(α) returns the
correct value. Algorithm 7 shows an LSDE multiplier incorporating the modified
modulus of Proposition 1.

Algorithm 7 suggests the following computation strategy. Given two inputs A,

B ∈ Fpm one can compute C ≡ A · B mod F(α) by first computing C ≡ A · B mod
F(α) using Algorithm 7 and, then, computing C ≡ C mod F(α). The second step
follows as a consequence of Proposition 1. In practice, the second step can be
performed at the end of a long range of computations, similar to the procedure
used when performing Montgomery multiplication. Step 4 in Algorithm 7 requires
a modular multiplication. Reference [8] defines optimal polynomials which allow to
reduce AαD in just one iteration and make the reduction process independent of the
value of m and, thus, of the field Fpm .

Theorem 3 [8] Let A =∑d−1
i=0 Aiα

Di be as defined in Algorithm 7 and F(α) =
αDd−m F(α) = αDd +∑d−1

i=0 Fiα
Di be such that F(α) is irreducible over Fp of degree



Acta Appl Math (2006) 93: 75–118 105

Algorithm 7 Modified LSDE Multiplier

Input: A =∑d−1
i=0 Aiα

Di with Ai =∑D−1
j=0 aDi+ jα

j, B =∑d−1
i=0 Biα

Di with Bi =
∑D−1

j=0 b Di+ jα
j, F(α) = αDd−m F(α), ai, b i ∈ Fp, and d = �m

D	
Output: C ≡ A · B mod F(α) =∑d

i=0 Ciα
Di with Ci =∑D−1

j=0 cDi+ jα
j, ci ∈ Fp, and

d = �m
D	

1: C← 0
2: for i = 0 to d− 1 do
3: C← Bi A+ C
4: A← AαD mod F(α)

5: end for
6: Return (C mod F(α))

m. Then, if Fd−1 = 0 or Fd−1 = 1, AαD mod F(α) can be computed in one reduc-
tion step. Moreover, Fd−1 = 0 implies that for F(α) = αm +∑m−1

i=0 giα
i, coefficients

gm−1 = gm−2 = · · · = gm−D = 0. Similarly, when Fd−1 = 1 then gm−1 = gm−2 = · · · =
gm−D+1 = 0.

Notice that Theorem 3 implies that if F(α) = αm + gkα
k +∑k−1

i=0 giα
i is to be

an optimal M-LSDE polynomial, then k ≤ m− D. This agrees with the findings
in [6, 65]. Notice also that the way modular reduction is performed in Step 4 of
Algorithm 7 is independent of the value of m and thus of the field. The price
of this field independence is that now we do not obtain anymore the value of
A · B mod F(α) but rather A · B mod F(α) thus, requiring one more reduction at the
end of the whole computation. In addition, we need to multiply once at initialization
F(α) by αDd−m. This, however, can be thought of as analogous to the Montgomery
initialization, and thus, can be neglected when considering the total costs of complex
computations which is customary practice in cryptography. In addition, notice that
multiplication by α can be easily implemented in hardware via left shifts.

5.5 Comments on Irreducible Polynomials of Degree m over Fp

For fields Fpm with odd prime characteristic it is often possible to choose irreducible
binomials F(α) = xm − ω, ω ∈ Fp. Another interesting property of binomials is that
they are optimum from the point of view of Theorem 1. In addition, reduction is
virtually for free, corresponding to just a few Fp multiplications (this follows from
the fact that αm = ω). We notice that the existence of irreducible binomials has been
exactly established as Theorem 4 shows.

Theorem 4 [43] Let m ≥ 2 be an integer and ω ∈ F�
q. Then the binomial xm − ω is

irreducible in Fq[x] if and only if the following two conditions are satisfied: (a) each
prime factor of m divides the order e of ω in F�

q, but not (q− 1)/e; (b) q ≡ 1 mod 4 if
m ≡ 0 mod 4.

When irreducible binomials can not be found, one searches in incremental order
for irreducible trinomials, quadrinomials, etc. In von zur Gathen and Nöcker [73]
conjecture that the minimal number of terms σq(m) in irreducible polynomials of
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degree m over Fq, q a power of a prime, is for m ≥ 1, σ2(m) ≤ 5 and σq(m) ≤ 4 for
q ≥ 3. This conjecture has been verified for q = 2 and m ≤ 10, 000 [7, 25, 73, 78–80]
and for q = 3 and m ≤ 539 [72].

By choosing irreducible polynomials with the least number of non-zero coeffi-
cients, one can reduce the area complexity of the LSDE multiplier. Reference [30]
notices that by choosing irreducible polynomials such that their non-zero coefficients
are all equal to p− 1 one can further reduce the complexity of the multiplier. Notice
that there is no existence criteria for irreducibility of trinomials over any field Fpm .
The most recent advances in this area are the results of Loidreau [44], where a
table that characterizes the parity of the number of factors in the factorization of a
trinomial over F3 is given, and the necessary (but not sufficient) irreducibility criteria
for trinomials introduced by von zur Gathen in [72]. Reference [6] provides tables of
irreducible polynomials over F3 for degrees 1 < m < 256.

5.6 Case Study: F3m Arithmetic

To our knowledge, [59] is the first to describe F3m architectures for applications of
cryptographic significance. The authors introduce a representation similar to the one
used by [24] to represent their polynomials. In particular, they combine all the least
significant bits of the coefficients of an element, say A, into one value and all the most
significant bits of the coefficients of A into a second value (notice the coefficients of
A are elements of F3 and thus 2 bits are needed to represent each of them). Thus,
A = (a1, a0) where a1 and a0 are m-bit long each. Addition of two polynomials A =
(a1, a0), B = (b 1, b 0) with C = (c1, c0) ≡ A+ B is achieved as:

t = (a1 ∨ b0)⊕ (a0 ∨ b1) (21)

c1 = (a0 ∨ b0)⊕ t

c0 = (a1 ∨ b1)⊕ t

where ∨ and ⊕ mean the logical OR and exclusive OR operations, respectively.
Page and Smart [59] notice that subtraction and multiplication by 2 are equivalent
in characteristic 3 and that they can be achieved as 2 · A = 2 · (a1, a0) = −A =
−(a1, a0) = (a0, a1). Multiplication is achieved in the bit-serial manner, by repeatedly
shifting the multiplier down by one bit position and shifting the multiplicand up by
one bit position. The multiplicand is then added or subtracted depending on whether
the least significant bit of the first or second word of the multiplier is equal to 1. The
authors do not mention what methods were used to perform modular reduction in the
field. Reference [59] also notices that with this representation a cubing operation can
only be as fast as a general multiply, whereas, using other implementation methods
the cubing operation could be much faster. The implementation of multiplication in
F(3m)6 is also discussed using the irreducible polynomial Q(y) = y6 + y+ 2. They use
the normal method to multiply polynomials of degree 5 with coefficients in F3m and
then reduce modulo Q(y) using 10 additions and 4 doublings in F3m . In addition, they
suggest that using the Karatsuba algorithm for multiplication [38], performance can
be improved at the cost of additional area.
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5.6.1 F3 Arithmetic Implementation on FPGAs

Field Programmable Gate Arrays (FPGAs) are reconfigurable hardware devices
whose basic logic elements are Look-Up Tables (LUTs), sometimes also called Con-
figurable Logic Blocks (CLBs), Flip-Flops (FFs), and, for modern devices, memory
elements [1, 2, 77]. The LUTs are used to implement Boolean functions of their
inputs, that is, they are used to implement functions traditionally implemented with
logic gates. In the particular case of the XCV1000E-8-FG1156 and the XC2VP20-
7-FF1156, their basic building blocks are 4-bit input/1-bit output LUTs. This means
that all basic arithmetic operations in F3 (add, subtract, and multiply) can be done
with two LUTs, where each LUT generates 1 bit of the output. This follows from
the fact that any of these arithmetic operations over F3 can be thought of as logic
functions in four input variables a1, a0, b1, b0 and two output variables c1, c0 as:

f : I4 −→ O2

where I = {0, 1} and O = {0, 1}. Then, given three elements a = (a1, a0)2, b =
(b1, b0)2, c = (c1, c0)2 ∈ F3, we can write the function ‘multiplication in F3’ as Table 4.

In Table 4, we have assumed that (1, 1) is an alternate representation for 0 ∈ F3.
Notice that it is possible to choose different representations as shown in [31]. This
might minimize the complexity of the F3 multiplier in ASIC-based designs. However,
in FPGA based designs, a different encoding has no advantages because of the LUT-
based structure of the FPGA.

5.6.2 Cubing in F3m

It is well known that for A ∈ Fpm the computation of Ap (also known as the Frobenius
map) is linear. In the particular case of p = 3, we can write the Frobenius map as:

A3 mod F(α) =
(

m−1∑

i=0

aiα
i

)3

mod F(α) =
m−1∑

i=0

aiα
3i mod F(α) =

Table 4 Truth table
representing multiplication
in F3

a1 a0 b1 b0 c1 c0 a1 a0 b1 b0 c1 c0

0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 1 0 0 1 0 0 1 1 0

0 0 1 0 0 0 1 0 1 0 0 1

0 0 1 1 0 0 1 0 1 1 0 0

0 1 0 0 0 0 1 1 0 0 0 0

0 1 0 1 0 1 1 1 0 1 0 0

0 1 1 0 1 0 1 1 1 0 0 0

0 1 1 1 0 0 1 1 1 1 0 0
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which can in turn be written as the sum of three terms (notice that here we have
re-written the indexes in the summation):

A3 mod F(α) =
3(m−1)∑

i=0
i≡0 mod 3

a i
3
αi mod F(α) = T +U + V mod F(α) =

=
⎛

⎜
⎝

m−1∑

i=0
i≡0 mod 3

a i
3
αi

⎞

⎟
⎠+

⎛

⎜
⎝

2m−1∑

i=m
i≡0 mod 3

a i
3
αi

⎞

⎟
⎠+

⎛

⎜
⎝

3(m−1)∑

i=2m
i≡0 mod 3

a i
3
αi

⎞

⎟
⎠ mod F(α)

Notice that only U and V need to be reduce mod F(α). Reference [6] further
assumes that F(x) = xm + gtxt + g0 and that t < m/3, which proves to be a valid
assumption in terms of the existence of such irreducible trinomials. Then, it can be
shown that:

U =
2m−1∑

i=m
i≡0 mod 3

a i
3
αi mod F(α) =

2m−1∑

i=m
i≡0 mod 3

a i
3
αi−m (−gtα

t − g0
)

mod F(α)

V =
3(m−1)∑

i=2m
i≡0 mod 3

a i
3
αi mod F(α) =

3(m−1)∑

i=2m
i≡0 mod 3

a i
3
αi−2m (α2t − gtg0α

t + 1
)

mod F(α)

It can also be shown that U and V can be reduced to be of degree less than m in
one extra reduction step. Assuming that F(α) is a trinomial with t < m/3 and that
the circuit is implemented for fixed irreducible trinomials, the cubing circuit can be
implemented in about 2m adders/subtracters.

5.7 Non-general Multipliers

In contrast to the Fp case, there has not been a lot of work done on Fpm architectures.
Our literature search yielded [56] and more recently [9, 28] as the only references
that explicitly treated the general case of Fpm multipliers, p an odd prime. Reference
[54] treats explicitly the case of F(3n)3 . We do not discuss [54] and [76], who introduced
parallel multipliers for Fpm , as parallel multipliers are not well suited to cryptographic
applications due to their excessive hardware requirements.

In [56], Fpm multiplication is computed in two stages:

1. The polynomial product is computed modulo a highly factorisable degree S
polynomial, M(x), with S ≥ 2m− 1. This restriction comes from the fact that the
product of two polynomials of maximum degree m− 1 is at most 2m− 1. Then,
the product is computed using a polynomial residue number system (PRNS),
originally introduced in [68]. This involves converting back and forth between
the normal representation and the PRNS representation.

2. The second step involves reducing modulo the irreducible polynomial q(x) over
which Fpm is defined.

In order to further simplify the complexity of these multipliers, [56] suggests to
limit the form of M(x) to being fully factorisable into degree-1 polynomials. Parker
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and Benaissa [56] show that this is equivalent to requiring that the inequality 2m < p
be satisfied. This restriction implies that for all primes p < 67, these multipliers can
not be implemented if intended for use in cryptographic applications.3 A second
optimization in [56] is to consider only fields Fpm for which an irreducible binomial of
degree m over Fp exists. It turns out that the second optimization reduces significantly
the number of fields for which these multipliers are of interest. We notice that
the number of fields for which these multipliers are feasible might be increased by
considering higher-dimensional PRNS as suggested in [56]. However, this technique
requires that m be a composite integer which in many cryptographic applications is
seen with skepticism because of security considerations. The architectures presented
in [9] are similarly constrained, i.e., they can only be implemented for p ≥ 67 if the
desired group size is 2160, however, there are no restrictions similar to [56].

5.8 Parallel Multipliers for Fpm

In general, parallel multipliers require too many hardware resources to be imple-
mented in a realistic environment for the field sizes required in cryptography. How-
ever, for other applications they might prove to be the right choice. Thus, we provide
references to some work in this area. Reference [76] introduces a parallel multiplier
in Fqm over Fq using a weakly dual basis. The multiplier has complexity of at most m2

multipliers and (k− 1)(m− 1) constant multipliers in Fq, m2 + (k− 3)m− (k− 2)

adders (or subtracters) and (m− 1) constant adders (or subtracters) in Fq, where the
irreducible polynomial has k non-zero coefficients.

The authors in [54] consider multiplier architectures for composite fields of the
form F(3n)3 using Multi-Value Logic (MVL) and a modified version of the Karatsuba
algorithm [38] for polynomial multiplication over F(3n)3 . Elements of F(3n)3 are repre-
sented as polynomials of maximum degree 2 with coefficients in F3n . Multiplication
in F3n is achieved in the obvious way. Karatsuba multiplication is combined with
modular reduction over F(3n)m . to reduce the complexity of their design. Because of
the use of MVL no discussion of modulo 3 arithmetic is given. The authors estimate
the complexity of their design for arithmetic over F(32)3 as 56 mod-3 adders and 67
mod-3 multipliers.

6 Itoh–Tsujii Inversion in Fields Fpm

Originally introduced in [32], the Itoh and Tsujii algorithm (ITA) is an
exponentiation-based algorithm for inversion in finite fields which reduces the
complexity of computing the inverse of a non-zero element in F2k , when using a
normal basis representation, from n− 2 multiplications in F2k and n− 1 cyclic shifts
using the binary exponentiation method to at most 2�log2(n− 1)� multiplications in

3 It is widely accepted that for cryptosystems against which the Pollard’s rho algorithm or one of its
variants are the best available attacks, such as elliptic curve cryptosystems, the group order should
be greater or equal to 2160 . Thus, solving 2m < p and pm ≥ 2160 for p and m, one obtains p ≥ 67.
Notice that the value of p grows as the size of the desired group grows. For groups with |G| ≥ 2192,
|G| ≥ 2223 , and |G| ≥ 521, the prime p satisfies p ≥ 67, p ≥ 79, and p ≥ 157, respectively.
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F2k and n− 1 cyclic shifts. As shown in [27], the method is also applicable to finite
fields with a polynomial basis representation.

Now, we can show how to compute the multiplicative inverse of A ∈ F2k , A 
= 0,
according to the binary method for exponentiation. From Fermat’s little theorem we
know that A−1 ≡ A2n−2 can be computed as

A2n−2 = A2 · A22 · · · A2n−1

This requires n− 2 multiplications and n− 1 cyclic shifts. Notice that because we are
working over a field of characteristic 2, squaring is a linear operation. In addition, if
a normal basis is being used to represent the elements of the field, we can compute
A2 for any A ∈ F2k with one cyclic shift.

Itoh and Tsujii proposed in [32] three algorithms. The first two algorithms describe
addition chains for exponentiation-based inversion in fields F2k while the third one
describes a method based on subfield inversion. The first algorithm is only applicable
to values of n such that n = 2r + 1, for some positive r, and it is based on the
observation that the exponent 2n − 2 can be re-written as (2n−1 − 1) · 2. Thus if
n = 2r + 1, we can compute A−1 ≡ (A22r−1)2. Furthermore, we can re-write 22r − 1
as

22r − 1 =
(

22r−1 − 1
)

22r−1 +
(

22r−1 − 1
)

(22)

Equation (22) and the previous discussion lead to Algorithm 8.
Notice that Algorithm 8 performs r = log2(n− 1) iterations. In every iteration,

one multiplication and i cyclic shifts, for 0 ≤ i < r, are performed which leads to an
overall complexity of log2(n− 1) multiplications and n− 1 cyclic shifts.

Algorithm 8 Multiplicative Inverse Computation in F2k with n = 2r + 1
[32, Theorem 1]
Input: A ∈ F2k , A 
= 0, n = 2r + 1
Output: C = A−1

C← A
for i = 0 to r − 1 do

D← C22i

{NOTE: 2i cyclic shifts}
C← C · D

end for
C← C2

Return (C)
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Example 2 Let A ∈ F217 , A 
= 0. Then according to Algorithm 8 we can compute A−1

with the following addition chain:

A2 · A = A3

(
A3
)221

· A3 = A15

(
A15

)222

· A15 = A255

(
A255

)223

· A255 = A65535

(
A65535

)2 = A131070

A quick calculation verifies that 217 − 2 = 131, 070. Notice that in accordance with
Algorithm 8 we have performed four multiplications in F217 and, if using a normal
basis, we would also require 24 = 16 cyclic shifts.

Algorithm 8 can be generalized to any value of n [32]. First, we write n− 1 as

n− 1 =
t∑

i=1

2ki , where k1 > k2 > · · · > kt (23)

Using the fact that A−1 ≡ (A2n−1−1)2 and Eq. (23), it can be shown that the inverse of
A can be written as:

(
A2n−1−1

)2 =
⎡

⎢
⎣
(

A22kt−1
)
⎛

⎜
⎝

(

A22kt−1−1

)

· · ·

[
(

A22k2−1
)(

A22k1−1
)22k2

]22k3

· · ·
⎞

⎟
⎠

22kt ⎤

⎥
⎥
⎦

2

(24)

An important feature of Eq. (24) is that in computing A22k1−1 all other quantities of

the form A22ki−1 for ki < k1 have been computed. Thus, the overall complexity of
Eq. (24) can be shown to be:

#MUL = �log2(n− 1)� + HW(n− 1)− 1

#CSH = n− 1 (25)

where HW(·) denotes the Hamming weight of the operand, i.e., the number of ones
in the binary representation of the operand, MUL refers to multiplications in F2k ,
and CSH refers to cyclic shifts over F2 when using a normal basis.
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Example 3 Let A ∈ F223 , A 
= 0. Then according to Eq. (23) we can write n− 1 =
22 = 24 + 22 + 2 where k1 = 4, k2 = 2, and k3 = 1. It follows that we can compute
A−1 ≡ A223−2 with the following addition chain:

A22−1 = A2 · A

A24−1 = (A3
)22 · A3

A28−1 = (A15
)24 · A15

A216−1 = (A255
)28 · A255

A223−2 =
(

A22−1 ·
(

A24−1 ·
(

A216−1
)24)22)2

The above addition chain requires 6 multiplications and 22 cyclic shifts which agrees
with the complexity of Eq. (25).

In [32], the authors also notice that the previous ideas can be applied to extension
fields Fqm , q = 2n. Although this inversion method does not perform a complete
inversion, it reduces inversion in Fqm to inversion in Fq. It is assumed that subfield
inversion can be done relatively easily, e.g., through table look-up or with the
extended Euclidean algorithm. These ideas are summarized in Theorem 5. The
presentation here follows [27] and it is slightly more general than [32] as a subfield of
the form F2n is not required, rather we allow for general subfields Fq.

Theorem 5 [32, Theorem 3] Let A ∈ Fqm , A 
= 0, and r = (qm − 1)/(q− 1). Then, the
multiplicative inverse of an element A can be computed as

A−1 = (Ar)−1 Ar−1. (26)

Computing the inverse through Theorem 5 requires four steps:

Step 1 Exponentiation in Fqm , yielding Ar−1.
Step 2 Multiplication of A and Ar−1, yielding Ar ∈ Fq.
Step 3 Inversion in Fq, yielding (Ar)−1.
Step 4 Multiplication of (Ar)−1 Ar−1.

Steps 2 and 4 are trivial since both Ar, in Step 2, and (Ar)−1, in Step 4, are
elements of Fq[43]. Both operations can, in most cases, be done with a complexity
that is well below that of one single extension field multiplication. The complexity
of Step 3, subfield inversion, depends heavily on the subfield Fq. However, in many
cryptographic applications the subfield can be small enough to perform inversion
very efficiently, for example, through table look-up [19, 26], or by using the Euclidean
algorithm. What remains is Step 1, exponentiation to the (r − 1)th power in the
extension field Fqm .

First, we notice that the exponent can be expressed in q-adic representation as

r − 1 = qm−1 + · · · + q2 + q = (1 · · · 110)q (27)

This exponentiation can be computed through repeated raising of intermediate
results to the q-th power and multiplications. The number of multiplications in Fqm
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can be minimized by using the addition chain in Eq. (24). Thus, computing Ar−1

requires [32]:

#MUL = �log2(m− 1)� + HW(m− 1)− 1

#q−EXP = m− 1 (28)

where q-EXP refers to the number of exponentiations to the qth power in Fq.

Example 4 Let A ∈ Fq19 , A 
= 0, q = pn for some prime p. Then, using the q-adic
representation of r − 1 from Eq. (27) and the addition chain from Eq. (24), we can
find an addition chain to compute Ar−1 = Aq18+q17+···+q2+q as follows. First, we write
m− 1 = 18 = 24 + 2 where k1 = 4, and k2 = 1. Then, Ar−1 = (Aq16+q15+···+q2+q)q2 ·
(Aq2+q) and we can compute Aq16+q15+···+q2+q as

Aq2 = (Aq)q

Aq2+q = Aq · Aq2

A
∑4

i=1 qi =
(

Aq2+q
)q2

· Aq2+q

A
∑8

i=1 qi =
(

A
∑4

i=1 qi
)q4

· A
∑4

i=1 qi

A
∑16

i=1 qi =
(

A
∑8

i=1 qi
)q8

·
(

A
∑8

i=1 qi
)

Notice that in computing Aq16+q15+···+q2+q, we have computed Aq2+q. The complexity
to compute Ar−1 (and, thus, the complexity to compute A−1 if the complexity
of multiplication and inversion in Fq can be neglected) in Fq19 is found to be 5
multiplications in Fq19 and 18 exponentiations to the qth power in agreement with
Eq. (28).

We notice that [32] assumes a normal basis representation of the field elements
of Fqm , q = 2n, in which the exponentiations to the qth power are simply cyclic shifts
of the m coefficients that represent an individual field element. In polynomial (or
standard) basis, however, these exponentiations are, in general, considerably more
expensive.

Reference [27] takes advantage of finite field properties and of the algorithm
characteristics to improve on the overall complexity of the ITA in polynomial
basis. The authors make use of two facts: (a) the algorithm performs alternating
multiplications and several exponentiations to the qth power in a row and (b) raising
an element A ∈ Fq, q = pn, to the qeth power is a linear operation in Fqm , since q is a
power of the field characteristic.

In general, computing Aqe
has a complexity of m(m− 1) multiplications and

m(m− 2)+ 1 = (m− 1)2 additions in Fq [27]. This complexity is roughly the same
as one Fqm multiplication, which requires m2 subfield multiplications if we do not
assume fast convolution techniques (e.g., the Karatsuba algorithm [38] for multipli-
cation). However, in polynomial basis representation computing Aqe

, where e > 1,
can be shown to be as costly as a single exponentiation to the qth power. Thus, [27]
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performs as many subsequent exponentiations to the qth power in one step between
multiplications as possible, yielding the same multiplication complexity as in Eq. (28),
but a reduced number of qe-exponentiations. This is summarized in Theorem 6.

Theorem 6 [27, Theorem 2] Let A ∈ Fqm . One can compute Ar−1 where r − 1 = q+
q2 + · · · + q(m−1) with no more than

#MUL = �log2(m− 1)� + HW(m− 1)− 1

#qe-EXP = �log2(m− 1)� + HW(m− 1)

operations, where #MUL and #qe-EXP refer to multiplications and exponentiations to
the qeth power in Fqm , respectively.

We would like to stress that Theorem 6 is just an upper bound on the complexity
of this exponentiation. Thus, it is possible to find addition chains which yield better
complexity as shown in [18]. In addition, we see from Theorem 6 that Step 1 of
the ITA algorithm requires about as many exponentiations to the qeth power as
multiplications in Fqm if a polynomial basis representation is being used. In the
discussion earlier in this section it was established that raising an element A ∈ Fqm

to the qeth power is roughly as costly as performing one multiplication in Fqm .
Hence, if it is possible to make exponentiations to the qeth power more efficient,
considerable speed-ups of the algorithm can be expected. Three classes of finite fields
are introduced in [27] for which the complexity of these exponentiations is in fact
substantially lower than that of a general multiplication in Fqm . These are:

– Fields F(2n)m with binary field polynomials.
– Fields Fqm , q = pn and p an odd prime, with binomials as field polynomials.
– Fields Fqm , q = pn and p an odd prime, with binary equally spaced field poly-

nomials (ESP), where a binary ESP is a polynomial of the form xsm + xs(m−1) +
xs(m−2) + · · · + x2s + xs + 1.

7 Summary

We presented here a survey of different finite field architectures that are suitable
for hardware implementations of cryptographic systems. The hardware architectures
for addition/subtraction, multiplication, and inverse were presented for the three
different finite fields popularly used in cryptography: binary fields, prime fields and
extension fields. The architectures differ in their area/time complexities and any
implementation of a cryptographic system requires proper choice of the appropriate
architectures that satisfies the system constraints.

References

1. Actel Corporation: Actel’s ProASIC family, the only ASIC design flow FPGA. (2001)
2. Altera Corporation: APEX 20KC programmable logic device data sheet. (2001)
3. Amanor, D.N., Paar, C., Pelzl, J., Bunimov, V., Schimmler, M.: Efficient hardware architectures

for modular multiplication on FPGAs. In: 2005 International Conference on Field Programmable
Logic and Applications (FPL), Tampere, Finland, pp. 539–542. IEEE Circuits and Systems
Society, Piscataway, New Jersey, August 2005



Acta Appl Math (2006) 93: 75–118 115

4. Barrett, P.: Implementing the Rivest, Shamir and Adleman public-key encryption algorithm
on standard digital signal processor. In: Odlyzko, A.M. (ed.) Advances in Cryptology –
CRYPTO’86. LNCS, vol. 263, pp. 311–323. Springer, Berlin Heidelberg New York (1987)

5. Boneh, D., Franklin, M.: Identity-Based Encryption from the Weil Pairing. In: Kilian, J. (ed.)
Advances in Cryptology – CRYPTO 2001. LNCS, vol. 2139, pp. 213–229. Springer, Berlin
Heidelberg New York (2001)

6. Bertoni, G., Guajardo, J., Kumar, S.S., Orlando, G., Paar, C., Wollinger, T.J.: Efficient GF(pm)

arithmetic architectures for cryptographic applications. In: Joye, M. (ed.) Topics in Cryptology –
CT-RSA 2003. LNCS, vol. 2612, pp. 158–175. Springer, Berlin Heidelberg New York (2003)

7. Blake, I.F., Gao, S., Lambert, R.J.: Constructive problems for irreducible polynomials over finite
fields. In: Gulliver, T.A., Secord, N.P. (eds.) Information Theory and Applications. LNCS, vol.
793, pp. 1–23. Springer, Berlin Heidelberg New York (1993)

8. Bertoni, G., Guajardo, J., Orlando, G.: Systolic and scalable architectures for digit-serial mul-
tiplication in fields GF(pm). In: Johansson, T., Maitra, S. (eds.) Progress in Cryptology – IN-
DOCRYPT 2003. LNCS, vol. 2904, pp. 349–362. Springer, Berlin Heidelberg New York (2003)

9. Bajard, J.-C., Imbert, L., Nègre, C., Plantard, T.: Efficient multiplication in GF(pk) for elliptic
curve cryptography. In: Bajard, J.-C., Schulte, M. (eds.) Proceedings of the 16th IEEE Sympo-
sium on Computer Arithmetic (ARITH-16), pp. 181–187. Santiago de Compostela, Spain, 15–18
June 2003

10. Bucek, J., Lorencz, R.: Comparing subtraction-free and traditional AMI. In: Proceedings of the
9th IEEE Workshop on Design & Diagnostics of Electronic Circuits & Systems (DDECS 2006),
Prague, Czech Republic, 18–21 April 2006. pp. 97–99. IEEE Computer Society, Los Alamitos,
CA, USA (2006)

11. Blakley, G.R.: A computer algorithm for calculating the product A · B modulo M. IEEE Trans.
Comput. C-32(5), 497–500 (1983)

12. Batina, L., Ors, S.B., Preneel, B., Vandewalle, J.: Hardware architectures for public key cryptog-
raphy. Integration, VLSI J. 34(6), 1–64 (2003)

13. Bailey, D.V., Paar, C.: Optimal extension fields for fast arithmetic in public-key algorithms. In:
Krawczyk, H. (ed.) Advances in Cryptology – CRYPTO ’98. LNCS, vol. 1462, pp. 472–485.
Springer, Berlin Heidelberg New York (1998)

14. Bailey, D.V., Paar, C.: Efficient arithmetic in finite field extensions with application in elliptic
curve cryptography. J. Cryptology 14(3), 153–176 (2001)

15. Bunimov, V., Schimmler, M.: Area and time efficient modular multiplication of large integers.
In: IEEE 14th International Conference on Application-specific Systems, Architectures and
Processors, The Hague, The Netherlands, June 2003

16. Bunimov, V., Schimmler, M., Tolg, B.: A complexity-effective version of montgomery’s algo-
rithm. In: Workshop on Complexity Effective Designs, ISCA’02, Anchorage, Alaska, May 2002

17. Di Claudio, E.D., Piazza, F., Orlandi, G.: Fast combinatorial RNS processors for DSP applica-
tions. IEEE Trans. Comput. 44(5), 624–633 (1995)

18. Chung, J.W., Sim, S.G., Lee, P.J.: Fast implementation of elliptic curve defined over GF(pm)

on CalmRISC with MAC2424 coprocessor. In: Koç, Ç.K., Paar, C. (eds.) Workshop on Crypto-
graphic Hardware and Embedded Systems – CHES, 17–18 August 2000. LNCS, vol. 1965, pp.
57–70. Springer, Berlin Heidelberg New York (2000)

19. De Win, E., Bosselaers, A., Vandenberghe, S., De Gersem, P., Vandewalle, J.: A fast software
implementation for arithmetic operations in GF(2n). In: Kim, K., Matsumoto, T. (eds.) Advances
in Cryptology – ASIACRYPT ’96. Lecture Notes in Computer Science, vol. 1163, pp. 65–76.
Springer, Berlin Heidelberg New York (November 1996)

20. Diffie, W., Hellman, M.E.: New directions in cryptography. IEEE Trans. Inform. Theory IT-
22(6), 644–654 (1976)

21. Diffie, W.: Subject: Authenticity of non-secret encryption documents. Available at http://
cryptome.org/ukpk-diffie.htm. October 6, 1999 (Email message sent to John Young)

22. Daly, A., Marnane, L., Popovici, E.: Fast modular inversion in the montgomery domain on
reconfigurable logic. Technical report, University College Cork, Ireland (2003)

23. Ellis, J.H.: The story of non-secret encryption. Available at http://jya.com/ellisdoc.htm (Decem-
ber 16, 1997)

24. Galbraith, S.D., Harrison, K., Soldera, D.: Implementing the Tate pairing. In: Fieker, C., Kohel,
D. (eds.) Algorithmic Number Theory – ANTS-V, LNCS, vol. 2369, pp. 324–337. Springer, Berlin
Heidelberg New York (2002)

25. Golomb, S.W.: Shift Register Sequences. Holden-Day, San Francisco, USA (1967)

http://cryptome.org/ukpk-diffie.htm
http://cryptome.org/ukpk-diffie.htm
http://jya.com/ellisdoc.htm


116 Acta Appl Math (2006) 93: 75–118

26. Guajardo, J., Paar, C.: Efficient algorithms for elliptic curve cryptosystems. In: Kaliski Jr., B.
(ed.) Advances in Cryptology – CRYPTO ’97, Lecture Notes in Computer Science, vol. 1294,
pp. 342–356. Springer, Berlin Heidelberg New York (August 1997)

27. Guajardo, J., Paar, C.: Itoh–Tsujii inversion in standard basis and its application in cryptography
and codes. Des. Codes Cryptogr. 25(2), 207–216 (2002)

28. Geiselmann, W., Steinwandt, R.: A redundant representation of GF(qn) for designing arithmetic
circuits. IEEE Trans. Comput. 52(7), 848–853 (2003)

29. Gutub, A.A., Tenca, A.F., Koc, C.K.: Scalable VLSI architecture for GF(p) Montgomery modu-
lar inverse computation. In: Naccache, D. (ed.) IEEE Computer Society Annual Symposium on
VLSI, pp. 53–58. IEEE Computer Society Press, Los Alamitos, California (2002)

30. Guajardo Merchan, J.: Arithmetic architectures for finite fields GF(pm) with crypto-
graphic applications. PhD thesis, Ruhr-Universität Bochum, Germany (Available at http://
www.crypto.rub.de/theses.html) (July 2004)

31. Guajardo, J., Wollinger, T., Paar, C.: Area efficient GF(p) architectures for GF(pm) multipliers.
In: Proceedings of the 45th IEEE International Midwest Symposium on Circuits and Systems –
MWSCAS 2002, Tulsa, Oklahoma, August 2002

32. Itoh, T., Tsujii, S.: A fast algorithm for computing multiplicative inverses in GF(2m) using normal
bases. Comput. Inf. 78, 171–177 (1988)

33. Jullien, G.A.: Residue number scaling and other operations using ROM arrays. IEEE Trans.
Comput. C-27, 325–337 (1978)

34. Kaliski, B.S.: The montgomery inverse and its applications. IEEE Trans. Comput. 44(8), 1064–
1065 (1995)

35. Koç, Ç.K., Hung, C.Y.: Bit-level systolic arrays for modular multiplication. J. VLSI Signal
Process. 3(3), 215–223 (1991)

36. Knuth, D.E.: The Art of Computer Programming, Seminumerical Algorithms, vol. 2. Addison-
Wesley, Reading, Massachusetts (November 1971)(2nd printing)

37. Knuth, D.E.: The Art of Computer Programming: Seminumerical Algorithms, vol. 2, 2nd edn.
Addison-Wesley, Massachussetts, USA (1973)

38. Karatsuba, A., Ofman, Y.: Multiplication of multidigit numbers on automata. Sov. Phys. Dokl. 7,
595–596 (1963) (English translation)

39. Koblitz, N.: Elliptic curve cryptosystems. Math. Comput. 48(177), 203–209 (1987)
40. Koblitz, N.: Hyperelliptic cryptosystems. J. Cryptology 1(3), 129–150 (1989)
41. Koblitz, N.: An elliptic curve implementation of the finite field digital signature algorithm. In:

Krawczyk, H. (ed.) Advances in Cryptology – CRYPTO 98. LNCS, vol. 1462, pp. 327–337.
Springer, Berlin Heidelberg New York (1998)

42. Koren, I.: Computer Arithmetic Architectures. Prentice-Hall, New Jersey (1993)
43. Lidl, R., Niederreiter, H.: Finite fields. In: Encyclopedia of Mathematics and its Applications,

vol. 20, 2nd edn. Cambridge University Press, Great Britain (1997)
44. Loidreau, P.: On the factorization of trinomials over F3. Rapport de recherche no. 3918, INRIA

(April 2000)
45. Lenstra, A., Verheul, E.: The XTR public-key cryptosystem. In: Bellare, M. (ed.) Advances in

Cryptology – CRYPTO 2000. LNCS, vol. 1423, pp. 1–19. Springer, Berlin Heidelberg New York
(2000)

46. Mihăilescu, P.: Optimal Galois Field Bases which are not Normal. Recent Results Session — FSE
’97 (1997)

47. Miller, V.S.: Use of elliptic curves in cryptography. In: Williams, H.C. (ed.) Advances in cryptol-
ogy – CRYPTO ’85. Lecture Notes in Computer Science, vol. 218, pp. 417–426. Springer, Berlin
Heidelberg New York (August 1986)

48. Morii, M., Kasahara, M., Whiting, D.L.: Efficient bit-serial multiplication and discrete-time
Wiener–Hoph equation over finite fields. IEEE Trans. Inform. Theory, IT-35, 1177–1184 (1989)

49. Montgomery, P.L.: Modular multiplication without trial division. Math. Comput. 44(170), 519–
521 (1985)

50. Montgomery, P.L.: Modular multiplication without trial division. Math. Comput. 44(170), 519–
521 (1985)

51. Menezes, A.J., van Oorschot, P.C., Vanstone, S.A.: Handbook of Applied Cryptography. The
CRC Press Series on Discrete Mathematics and Its Applications. CRC, Florida, USA (1997)

http://www.crypto.rub.de/theses.html
http://www.crypto.rub.de/theses.html


Acta Appl Math (2006) 93: 75–118 117

52. National Institute for Standards and Technology: FIPS 186-2: Digital Signature Stan-
dard (DSS)186-2. Gaithersburg, Maryland, USA (Available for download at http://csrc.nist.
gov/encryption) ( February 2000)

53. Norris, M.J., Simmons, G.J.: Algorithms for high-speed modular arithmetic. Congressus Numer-
atium 31, 153–163 (1981)

54. Oo, J.Y., Kim, Y.-G., Park, D.-Y., Kim, H.-S.: Efficient multiplier architecture using optimized
irreducible polynomial over GF((3n)3). In: Proceedings of the IEEE Region 10 Conference –
TENCON 99. Multimedia Technology for Asia-Pacific Information Infrastructure, vol. 1, pp.
383–386, Cheju, Korea (1999)

55. Parhami, B.: Computer Arithemtic – Algorithms and Hardware Designs. Oxford University
Press, New York, USA (1999)

56. Parker, M.G., Benaissa, M.: GF(pm) multiplication using polynomial residue number systems.
IEEE Trans. Circuits Syst., 2 Analog Digit. Signal Process. 42(11), 718–721 (1995)

57. Paliouras, V., Karagianni, K., Stouraitis, T.: A low-complexity combinatorial RNS multiplier.
IEEE Trans. Circuits Systems I Fund., 2 Analog Digit. Signal Process. 48(7), 675–683 (2001)

58. Smith, P., Skinner, C.: A public-key cryptosystem and a digital signature system based on the
lucas function analogue to discrete logarithms. In: Pieprzyk, J., Safavi-Naini, R. (eds.) Advances
in Cryptology – ASIACRYPT’94. LNCS, vol. 917, pp. 357–364. Springer, Berlin Heidelberg New
York(1995)

59. Page, D., Smart, N.P.: Hardware implementation of finite fields of characteristic three. In: Kaliski
Jr., B.S., Koç, Ç.K., Paar, C. (eds.) Workshop on Cryptographic Hardware and Embedded
Systems – CHES 2002. LNCS, vol. 2523, pp. 529–539. Springer, Berlin Heidelberg New York
(2002)

60. Rivest, R.L., Shamir, A., Adleman, L.: A method for obtaining digital signatures and public-key
cryptosystems. Commun. ACM 21(2), 120–126 (1978)

61. Radhakrishnan, D., Yuan, Y.: Novel approaches to the design of VLSI RNS multipliers. IEEE
Trans. Circuits Syst., 2 Analog Digit. Signal Process. 39(1), 52–57 (1992)

62. Schneier, B.: Crypto-Gram newsletter. (available at http://www.schneier.com/crypto-gram-9805.
html) May 15, 1998

63. Sloan, K.R.: Comments on a computer algorithm for calculating the product A · B modulo M.
IEEE Trans. Comput. C-34(3), 290–292 (1985)

64. Smart, N.: Elliptic curve cryptosystems over small fields of odd characteristic. J. Cryptology.
12(2), 141–151 (1999)

65. Song, L., Parhi, K.K.: Low energy digit-serial/parallel finite field multipliers. J. VLSI Signal
Process. 19(2), 149–166 (1998)

66. Soudris, D.J., Paliouras, V., Stouraitis, T., Goutis, C.E.: A VLSI design methodology for RNS
full adder-based inner product architectures. IEEE Trans. Circuits Syst., 2 Analog Digit. Signal
Process. 44(4), 315–318 (1997)

67. Szabó, N., Tanaka, R.: Residue Arithmetic and its Applications to Computer Technology.
McGraw-Hill, New York (1967)

68. Skavantzos, A., Taylor, F.J.: On the polynomial residue number system. IEEE Trans. Signal
Process. 39, 376–382 (1991)

69. Takagi, N.: A VLSI algorithm for modular division based on the binary GCD algorithm. In:
IEICE TRANSACTIONS on Fundamentals of Electronics, Communications and Computer
Sciences, vol. E81-A, pp. 724–728 (1998)

70. Tenca, A.F., Koç, Ç.K.: A scalable architecture for montgomery multiplication. In: Koç, Ç.K.,
Paar, C. (eds.) Workshop on Cryptographic Hardware and Embedded Systems – CHES’99.
LNCS, vol. 1717 pp. 94–108. Springer, Berlin Heidelberg New York 12–13 August 1999

71. Tawalbeh, L.A., Tenca, A.F., Park, S., Koc, C.K.: A dual-field modular division algorithm and
architecture for application specific hardware. In: Thirty-Eighth Asilomar Conference on Signals,
Systems, and Computers, vol. 1, pp. 483–487. Pacific Grove, California (2004)

72. von zur Gathen, J.: Irreducible trinomials over finite fields. In: Mourrain, B. (ed.) Proceedings of
the 2001 International Symposium on Symbolic and Algebraic Computation – ISSAC2001, pp.
332–336. ACM, New York (2001)

73. von zur Gathen, J., Nöcker, M.: Exponentiation in finite fields: theory and practice. In: Mora,
T., Mattson, H. (eds.) Applied Algebra, Agebraic Algorithms and Error Correcting Codes –
AAECC-12. LNCS, vol. 1255, pp. 88–113. Springer, Berlin Heidelberg New York (2000)

74. Walter, C.D.: Logarithmic speed modular multiplication. Electron. Lett. 30(17), 1397–1398
(1994)

http://csrc.nist.gov/encryption
http://csrc.nist.gov/encryption
http://www.schneier.com/crypto-gram-9805.html
http://www.schneier.com/crypto-gram-9805.html


118 Acta Appl Math (2006) 93: 75–118

75. Wang, M., Blake, I.F.: Bit serial multiplication in finite fields. SIAM J. Discrete Math. 3(1), 140–
148 (1990)

76. Wu, H., Hasan, M.A., Blake, I.F.: Low complexity parallel multiplier in Fqn over Fq. IEEE Trans.
Circuits Systems 1, Fund. Theory Appl. 49(7), 1009–1013 (2002)

77. Xilinx, Inc.: The Programmable Logic Data Book (2000)
78. Zierler, N., Brillhart, J.: On primitive trinomials (mod2). Inf. Control 13, 541–554 (1968)
79. Zierler, N., Brillhart, J.: On primitive trinomials (mod2), II. Inf. Control 14, 566–569 (1969)
80. Zierler, N.: On xn + x+ 1 over GF(2). Inf. Control 16, 67–69 (1970)


	Efficient Hardware Implementation of Finite Fields with Applications to Cryptography
	Abstract
	Introduction
	Hardware Implementation Techniques over Fp 
	Addition and Subtraction in Fp
	Building Blocks for Adders and Subtracters
	Ripple-Carry Adders (RCA)
	Carry-Lookahead Adders (CLA)
	Carry-Save Adders (CSA)
	Carry-Delayed Adders (CDA)
	Summary and Comparison

	Multiplication in Fp 
	Interleaved Modular Multiplication
	Montgomery Modular Multiplication

	Architectures for Small Moduli
	Table Look-up and Hybrid-based Architectures
	Combinatorial Architectures

	Inversion in Fp
	Fermat's Little Theorem
	Extended GCD Algorithms
	Binary Extended Euclidean Algorithm (BEA)
	Kaliski Inversion for Montgomery Domain


	Extension Fields F2m and Fpm: Preliminaries
	Basis Representation
	Notation

	Hardware Implementation Techniques for Fields F2m
	Multiplication in F2m
	Reduction -5mumod5mu- F()
	Digit Multipliers
	Reduction -5mumod5mu- F() for Digit Multipliers
	SAM Core
	SAM Main Reduction Circuit
	SAM Final Reduction Circuit

	Squaring in F2m

	Hardware Implementation Techniques for Fields Fpm
	Adder Architectures for Fpm
	Serial Architectures: LSE and MSE Multipliers over Fpm
	Least Significant Element (LSE) First Multiplier
	Most Significant Element (MSE) First Multiplier
	Reduction -5mumod5mu- F()

	Digit-Serial/Parallel Multipliers for Fpm
	Systolic and Scalable Architectures for Digit-Serial Multiplication
	Systolic Least-Significant Digit Element (LSDE) First Architecture

	Comments on Irreducible Polynomials of Degree m over Fp
	Case Study: F3m Arithmetic
	F3 Arithmetic Implementation on FPGAs
	Cubing in F3m

	Non-general Multipliers
	Parallel Multipliers for Fpm

	Itoh--Tsujii Inversion in Fields Fpm
	Summary
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AardvarkPSMT
    /AceBinghamSH
    /AddisonLibbySH
    /AGaramond-Italic
    /AGaramond-Regular
    /AkbarPlain
    /Albertus-Bold
    /AlbertusExtraBold-Regular
    /AlbertusMedium-Italic
    /AlbertusMedium-Regular
    /AlfonsoWhiteheadSH
    /Algerian
    /AllegroBT-Regular
    /AmarilloUSAF
    /AmazoneBT-Regular
    /AmeliaBT-Regular
    /AmerigoBT-BoldA
    /AmerTypewriterITCbyBT-Medium
    /AndaleMono
    /AndyMacarthurSH
    /Animals
    /AnneBoleynSH
    /Annifont
    /AntiqueOlive-Bold
    /AntiqueOliveCompact-Regular
    /AntiqueOlive-Italic
    /AntiqueOlive-Regular
    /AntonioMountbattenSH
    /ArabiaPSMT
    /AradLevelVI
    /ArchitecturePlain
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialMTBlack-Regular
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeLight
    /ArialUnicodeLight-Bold
    /ArialUnicodeLight-BoldItalic
    /ArialUnicodeLight-Italic
    /ArrowsAPlentySH
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /Asiana
    /AssadSadatSH
    /AvalonPSMT
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /AvantGardeITCbyBT-Demi
    /AvantGardeITCbyBT-DemiOblique
    /AvantGardeITCbyBT-Medium
    /AvantGardeITCbyBT-MediumOblique
    /BankGothicBT-Light
    /BankGothicBT-Medium
    /Baskerville-Bold
    /Baskerville-Normal
    /Baskerville-Normal-Italic
    /BaskOldFace
    /Bauhaus93
    /Bavand
    /BazookaRegular
    /BeauTerrySH
    /BECROSS
    /BedrockPlain
    /BeeskneesITC
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /BennieGoetheSH
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /Bethel
    /BibiGodivaSH
    /BibiNehruSH
    /BKenwood-Regular
    /BlackadderITC-Regular
    /BlondieBurtonSH
    /BodoniBlack-Regular
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /BodoniBT-Bold
    /BodoniBT-BoldItalic
    /BodoniBT-Italic
    /BodoniBT-Roman
    /Bodoni-Italic
    /BodoniMTPosterCompressed
    /Bodoni-Regular
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolFive
    /BookshelfSymbolFour
    /BookshelfSymbolOne-Regular
    /BookshelfSymbolThree-Regular
    /BookshelfSymbolTwo-Regular
    /BookwomanDemiItalicSH
    /BookwomanDemiSH
    /BookwomanExptLightSH
    /BookwomanLightItalicSH
    /BookwomanLightSH
    /BookwomanMonoLightSH
    /BookwomanSwashDemiSH
    /BookwomanSwashLightSH
    /BoulderRegular
    /BradleyHandITC
    /Braggadocio
    /BrailleSH
    /BRectangular
    /BremenBT-Bold
    /BritannicBold
    /Broadview
    /Broadway
    /BroadwayBT-Regular
    /BRubber
    /Brush445BT-Regular
    /BrushScriptMT
    /BSorbonna
    /BStranger
    /BTriumph
    /BuckyMerlinSH
    /BusoramaITCbyBT-Medium
    /Caesar
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-Italic
    /CalligrapherRegular
    /CameronStendahlSH
    /Candy
    /CandyCaneUnregistered
    /CankerSore
    /CarlTellerSH
    /CarrieCattSH
    /CaslonOpenfaceBT-Regular
    /CassTaylorSH
    /CDOT
    /Centaur
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturyOldStyle-BoldItalic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Cezanne
    /CGOmega-Bold
    /CGOmega-BoldItalic
    /CGOmega-Italic
    /CGOmega-Regular
    /CGTimes-Bold
    /CGTimes-BoldItalic
    /CGTimes-Italic
    /CGTimes-Regular
    /Charting
    /ChartreuseParsonsSH
    /ChaseCallasSH
    /ChasThirdSH
    /ChaucerRegular
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /ChildBonaparteSH
    /Chiller-Regular
    /ChuckWarrenChiselSH
    /ChuckWarrenDesignSH
    /CityBlueprint
    /Clarendon-Bold
    /Clarendon-Book
    /ClarendonCondensedBold
    /ClarendonCondensed-Bold
    /ClarendonExtended-Bold
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /ClaudeCaesarSH
    /CLI
    /Clocks
    /ClosetoMe
    /CluKennedySH
    /CMBX10
    /CMBX5
    /CMBX7
    /CMEX10
    /CMMI10
    /CMMI5
    /CMMI7
    /CMMIB10
    /CMR10
    /CMR5
    /CMR7
    /CMSL10
    /CMSY10
    /CMSY5
    /CMSY7
    /CMTI10
    /CMTT10
    /CoffeeCamusInitialsSH
    /ColetteColeridgeSH
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CommercialPiBT-Regular
    /CommercialScriptBT-Regular
    /Complex
    /CooperBlack
    /CooperBT-BlackHeadline
    /CooperBT-BlackItalic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Medium
    /CooperBT-MediumItalic
    /CooperPlanck2LightSH
    /CooperPlanck4SH
    /CooperPlanck6BoldSH
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /CopticLS
    /Cornerstone
    /Coronet
    /CoronetItalic
    /Cotillion
    /CountryBlueprint
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /CSSubscript
    /CSSubscriptBold
    /CSSubscriptItalic
    /CSSuperscript
    /CSSuperscriptBold
    /Cuckoo
    /CurlzMT
    /CybilListzSH
    /CzarBold
    /CzarBoldItalic
    /CzarItalic
    /CzarNormal
    /DauphinPlain
    /DawnCastleBold
    /DawnCastlePlain
    /Dekker
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Denmark
    /Desdemona
    /Diploma
    /DizzyDomingoSH
    /DizzyFeiningerSH
    /DocTermanBoldSH
    /DodgenburnA
    /DodoCasalsSH
    /DodoDiogenesSH
    /DomCasualBT-Regular
    /Durian-Republik
    /Dutch801BT-Bold
    /Dutch801BT-BoldItalic
    /Dutch801BT-ExtraBold
    /Dutch801BT-Italic
    /Dutch801BT-Roman
    /EBT's-cmbx10
    /EBT's-cmex10
    /EBT's-cmmi10
    /EBT's-cmmi5
    /EBT's-cmmi7
    /EBT's-cmr10
    /EBT's-cmr5
    /EBT's-cmr7
    /EBT's-cmsy10
    /EBT's-cmsy5
    /EBT's-cmsy7
    /EdithDaySH
    /Elephant-Italic
    /Elephant-Regular
    /EmGravesSH
    /EngelEinsteinSH
    /English111VivaceBT-Regular
    /English157BT-Regular
    /EngraversGothicBT-Regular
    /EngraversOldEnglishBT-Bold
    /EngraversOldEnglishBT-Regular
    /EngraversRomanBT-Bold
    /EngraversRomanBT-Regular
    /EnviroD
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /ErasITC-Ultra
    /ErnestBlochSH
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EuroRoman
    /EuroRomanOblique
    /ExxPresleySH
    /FencesPlain
    /Fences-Regular
    /FifthAvenue
    /FigurineCrrCB
    /FigurineCrrCBBold
    /FigurineCrrCBBoldItalic
    /FigurineCrrCBItalic
    /FigurineTmsCB
    /FigurineTmsCBBold
    /FigurineTmsCBBoldItalic
    /FigurineTmsCBItalic
    /FillmoreRegular
    /Fitzgerald
    /Flareserif821BT-Roman
    /FleurFordSH
    /Fontdinerdotcom
    /FontdinerdotcomSparkly
    /FootlightMTLight
    /ForefrontBookObliqueSH
    /ForefrontBookSH
    /ForefrontDemiObliqueSH
    /ForefrontDemiSH
    /Fortress
    /FractionsAPlentySH
    /FrakturPlain
    /Franciscan
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /FranklinUnic
    /FredFlahertySH
    /Freehand575BT-RegularB
    /Freehand591BT-RegularA
    /FreestyleScript-Regular
    /Frutiger-Roman
    /FTPMultinational
    /FTPMultinational-Bold
    /FujiyamaPSMT
    /FuturaBlackBT-Regular
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Light
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /GabbyGauguinSH
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Garamond
    /Garamond-Antiqua
    /Garamond-Bold
    /Garamond-Halbfett
    /Garamond-Italic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garcia
    /GarryMondrian3LightItalicSH
    /GarryMondrian3LightSH
    /GarryMondrian4BookItalicSH
    /GarryMondrian4BookSH
    /GarryMondrian5SBldItalicSH
    /GarryMondrian5SBldSH
    /GarryMondrian6BoldItalicSH
    /GarryMondrian6BoldSH
    /GarryMondrian7ExtraBoldSH
    /GarryMondrian8UltraSH
    /GarryMondrianCond3LightSH
    /GarryMondrianCond4BookSH
    /GarryMondrianCond5SBldSH
    /GarryMondrianCond6BoldSH
    /GarryMondrianCond7ExtraBoldSH
    /GarryMondrianCond8UltraSH
    /GarryMondrianExpt3LightSH
    /GarryMondrianExpt4BookSH
    /GarryMondrianExpt5SBldSH
    /GarryMondrianExpt6BoldSH
    /GarryMondrianSwashSH
    /Gaslight
    /GatineauPSMT
    /Gautami
    /GDT
    /Geometric231BT-BoldC
    /Geometric231BT-LightC
    /Geometric231BT-RomanC
    /GeometricSlab703BT-Bold
    /GeometricSlab703BT-BoldCond
    /GeometricSlab703BT-BoldItalic
    /GeometricSlab703BT-Light
    /GeometricSlab703BT-LightItalic
    /GeometricSlab703BT-Medium
    /GeometricSlab703BT-MediumCond
    /GeometricSlab703BT-MediumItalic
    /GeometricSlab703BT-XtraBold
    /GeorgeMelvilleSH
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansBC
    /GillSans-Bold
    /GillSans-BoldItalic
    /GillSansCondensed-Bold
    /GillSansCondensed-Regular
    /GillSansExtraBold-Regular
    /GillSans-Italic
    /GillSansLight-Italic
    /GillSansLight-Regular
    /GillSans-Regular
    /GoldMinePlain
    /Gonzo
    /GothicE
    /GothicG
    /GothicI
    /GoudyHandtooledBT-Regular
    /GoudyOldStyle-Bold
    /GoudyOldStyle-BoldItalic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudyOldStyleExtrabold-Regular
    /GoudyOldStyle-Italic
    /GoudyOldStyle-Regular
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GraceAdonisSH
    /Graeca
    /Graeca-Bold
    /Graeca-BoldItalic
    /Graeca-Italic
    /Graphos-Bold
    /Graphos-BoldItalic
    /Graphos-Italic
    /Graphos-Regular
    /GreekC
    /GreekS
    /GreekSans
    /GreekSans-Bold
    /GreekSans-BoldOblique
    /GreekSans-Oblique
    /Griffin
    /GrungeUpdate
    /Haettenschweiler
    /HankKhrushchevSH
    /HarlowSolid
    /HarpoonPlain
    /Harrington
    /HeatherRegular
    /Hebraica
    /HeleneHissBlackSH
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HenryPatrickSH
    /Herald
    /HighTowerText-Italic
    /HighTowerText-Reg
    /HogBold-HMK
    /HogBook-HMK
    /HomePlanning
    /HomePlanning2
    /HomewardBoundPSMT
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /IBMPCDOS
    /IceAgeD
    /Impact
    /Incised901BT-Bold
    /Incised901BT-Light
    /Incised901BT-Roman
    /Industrial736BT-Italic
    /Informal011BT-Roman
    /InformalRoman-Regular
    /Intrepid
    /IntrepidBold
    /IntrepidOblique
    /Invitation
    /IPAExtras
    /IPAExtras-Bold
    /IPAHighLow
    /IPAHighLow-Bold
    /IPAKiel
    /IPAKiel-Bold
    /IPAKielSeven
    /IPAKielSeven-Bold
    /IPAsans
    /ISOCP
    /ISOCP2
    /ISOCP3
    /ISOCT
    /ISOCT2
    /ISOCT3
    /Italic
    /ItalicC
    /ItalicT
    /JesterRegular
    /Jokerman-Regular
    /JotMedium-HMK
    /JuiceITC-Regular
    /JupiterPSMT
    /KabelITCbyBT-Book
    /KabelITCbyBT-Ultra
    /KarlaJohnson5CursiveSH
    /KarlaJohnson5RegularSH
    /KarlaJohnson6BoldCursiveSH
    /KarlaJohnson6BoldSH
    /KarlaJohnson7ExtraBoldCursiveSH
    /KarlaJohnson7ExtraBoldSH
    /KarlKhayyamSH
    /Karnack
    /Kartika
    /Kashmir
    /KaufmannBT-Bold
    /KaufmannBT-Regular
    /KeplerStd-Black
    /KeplerStd-BlackIt
    /KeplerStd-Bold
    /KeplerStd-BoldIt
    /KeplerStd-Italic
    /KeplerStd-Light
    /KeplerStd-LightIt
    /KeplerStd-Medium
    /KeplerStd-MediumIt
    /KeplerStd-Regular
    /KeplerStd-Semibold
    /KeplerStd-SemiboldIt
    /KeystrokeNormal
    /Kidnap
    /KidsPlain
    /Kindergarten
    /KinoMT
    /KissMeKissMeKissMe
    /KoalaPSMT
    /KorinnaITCbyBT-Bold
    /KorinnaITCbyBT-KursivBold
    /KorinnaITCbyBT-KursivRegular
    /KorinnaITCbyBT-Regular
    /KristenITC-Regular
    /Kristin
    /KunstlerScript
    /KyotoSong
    /LainieDaySH
    /LandscapePlanning
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /Latha
    /LatinoPal3LightItalicSH
    /LatinoPal3LightSH
    /LatinoPal4ItalicSH
    /LatinoPal4RomanSH
    /LatinoPal5DemiItalicSH
    /LatinoPal5DemiSH
    /LatinoPal6BoldItalicSH
    /LatinoPal6BoldSH
    /LatinoPal7ExtraBoldSH
    /LatinoPal8BlackSH
    /LatinoPalCond4RomanSH
    /LatinoPalCond5DemiSH
    /LatinoPalCond6BoldSH
    /LatinoPalExptRomanSH
    /LatinoPalSwashSH
    /LatinWidD
    /LatinWide
    /LeeToscanini3LightSH
    /LeeToscanini5RegularSH
    /LeeToscanini7BoldSH
    /LeeToscanini9BlackSH
    /LeeToscaniniInlineSH
    /LetterGothic12PitchBT-Bold
    /LetterGothic12PitchBT-BoldItal
    /LetterGothic12PitchBT-Italic
    /LetterGothic12PitchBT-Roman
    /LetterGothic-Bold
    /LetterGothic-BoldItalic
    /LetterGothic-Italic
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LetterGothic-Regular
    /LibrarianRegular
    /LinusPSMT
    /Lithograph-Bold
    /LithographLight
    /LongIsland
    /LubalinGraphMdITCTT
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /LydianCursiveBT-Regular
    /Magneto-Bold
    /Mangal-Regular
    /Map-Symbols
    /MarcusHobbesSH
    /Mariah
    /Marigold
    /MaritaMedium-HMK
    /MaritaScript-HMK
    /Market
    /MartinMaxxieSH
    /MathTypeMed
    /MatisseITC-Regular
    /MaturaMTScriptCapitals
    /MaudeMeadSH
    /MemorandumPSMT
    /Metro
    /Metrostyle-Bold
    /MetrostyleExtended-Bold
    /MetrostyleExtended-Regular
    /Metrostyle-Regular
    /MicrogrammaD-BoldExte
    /MicrosoftSansSerif
    /MikePicassoSH
    /MiniPicsLilEdibles
    /MiniPicsLilFolks
    /MiniPicsLilStuff
    /MischstabPopanz
    /MisterEarlBT-Regular
    /Mistral
    /ModerneDemi
    /ModerneDemiOblique
    /ModerneOblique
    /ModerneRegular
    /Modern-Regular
    /MonaLisaRecutITC-Normal
    /Monospace821BT-Bold
    /Monospace821BT-BoldItalic
    /Monospace821BT-Italic
    /Monospace821BT-Roman
    /Monotxt
    /MonotypeCorsiva
    /MonotypeSorts
    /MorrisonMedium
    /MorseCode
    /MotorPSMT
    /MSAM10
    /MSLineDrawPSMT
    /MS-Mincho
    /MSOutlook
    /MSReference1
    /MSReference2
    /MTEX
    /MTEXB
    /MTEXH
    /MT-Extra
    /MTGU
    /MTGUB
    /MTLS
    /MTLSB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MT-Symbol
    /MTSYN
    /Music
    /MVBoli
    /MysticalPSMT
    /NagHammadiLS
    /NealCurieRuledSH
    /NealCurieSH
    /NebraskaPSMT
    /Neuropol-Medium
    /NevisonCasD
    /NewMilleniumSchlbkBoldItalicSH
    /NewMilleniumSchlbkBoldSH
    /NewMilleniumSchlbkExptSH
    /NewMilleniumSchlbkItalicSH
    /NewMilleniumSchlbkRomanSH
    /News702BT-Bold
    /News702BT-Italic
    /News702BT-Roman
    /Newton
    /NewZuricaBold
    /NewZuricaItalic
    /NewZuricaRegular
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NigelSadeSH
    /Nirvana
    /NuptialBT-Regular
    /OCRAbyBT-Regular
    /OfficePlanning
    /OldCentury
    /OldEnglishTextMT
    /Onyx
    /OnyxBT-Regular
    /OpenSymbol
    /OttawaPSMT
    /OttoMasonSH
    /OzHandicraftBT-Roman
    /OzzieBlack-Italic
    /OzzieBlack-Regular
    /PalatiaBold
    /PalatiaItalic
    /PalatiaRegular
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /PalmSpringsPSMT
    /Pamela
    /PanRoman
    /ParadisePSMT
    /ParagonPSMT
    /ParamountBold
    /ParamountItalic
    /ParamountRegular
    /Parchment-Regular
    /ParisianBT-Regular
    /ParkAvenueBT-Regular
    /Patrick
    /Patriot
    /PaulPutnamSH
    /PcEncodingLowerSH
    /PcEncodingSH
    /Pegasus
    /PenguinLightPSMT
    /PennSilvaSH
    /Percival
    /PerfectRegular
    /Pfn2BlackItalic
    /Phantom
    /PhilSimmonsSH
    /Pickwick
    /PipelinePlain
    /Playbill
    /PoorRichard-Regular
    /Poster
    /PosterBodoniBT-Italic
    /PosterBodoniBT-Roman
    /Pristina-Regular
    /Proxy1
    /Proxy2
    /Proxy3
    /Proxy4
    /Proxy5
    /Proxy6
    /Proxy7
    /Proxy8
    /Proxy9
    /Prx1
    /Prx2
    /Prx3
    /Prx4
    /Prx5
    /Prx6
    /Prx7
    /Prx8
    /Prx9
    /Pythagoras
    /Raavi
    /Ranegund
    /Ravie
    /Ribbon131BT-Bold
    /RMTMI
    /RMTMIB
    /RMTMIH
    /RMTMUB
    /RMTMUH
    /RobWebsterExtraBoldSH
    /Rockwell
    /Rockwell-Bold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /RomanC
    /RomanD
    /RomanS
    /RomanT
    /Romantic
    /RomanticBold
    /RomanticItalic
    /Sahara
    /SalTintorettoSH
    /SamBarberInitialsSH
    /SamPlimsollSH
    /SansSerif
    /SansSerifBold
    /SansSerifBoldOblique
    /SansSerifOblique
    /Sceptre
    /ScribbleRegular
    /ScriptC
    /ScriptHebrew
    /ScriptS
    /Semaphore
    /SerifaBT-Black
    /SerifaBT-Bold
    /SerifaBT-Italic
    /SerifaBT-Roman
    /SerifaBT-Thin
    /Sfn2Bold
    /Sfn3Italic
    /ShelleyAllegroBT-Regular
    /ShelleyVolanteBT-Regular
    /ShellyMarisSH
    /SherwoodRegular
    /ShlomoAleichemSH
    /ShotgunBT-Regular
    /ShowcardGothic-Reg
    /Shruti
    /SignatureRegular
    /Signboard
    /SignetRoundhandATT-Italic
    /SignetRoundhand-Italic
    /SignLanguage
    /Signs
    /Simplex
    /SissyRomeoSH
    /SlimStravinskySH
    /SnapITC-Regular
    /SnellBT-Bold
    /Socket
    /Sonate
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /SpruceByingtonSH
    /SPSFont1Medium
    /SPSFont2Medium
    /SPSFont3Medium
    /SpsFont4Medium
    /SPSFont4Medium
    /SPSFont5Normal
    /SPSScript
    /SRegular
    /Staccato222BT-Regular
    /StageCoachRegular
    /StandoutRegular
    /StarTrekNextBT-ExtraBold
    /StarTrekNextPiBT-Regular
    /SteamerRegular
    /Stencil
    /StencilBT-Regular
    /Stewardson
    /Stonehenge
    /StopD
    /Storybook
    /Strict
    /Strider-Regular
    /StuyvesantBT-Regular
    /StylusBT
    /StylusRegular
    /SubwayRegular
    /SueVermeer4LightItalicSH
    /SueVermeer4LightSH
    /SueVermeer5MedItalicSH
    /SueVermeer5MediumSH
    /SueVermeer6DemiItalicSH
    /SueVermeer6DemiSH
    /SueVermeer7BoldItalicSH
    /SueVermeer7BoldSH
    /SunYatsenSH
    /SuperFrench
    /SuzanneQuillSH
    /Swiss721-BlackObliqueSWA
    /Swiss721-BlackSWA
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721-LightObliqueSWA
    /Swiss721-LightSWA
    /Swiss911BT-ExtraCompressed
    /Swiss921BT-RegularA
    /Syastro
    /Sylfaen
    /Symap
    /Symath
    /SymbolGreek
    /SymbolGreek-Bold
    /SymbolGreek-BoldItalic
    /SymbolGreek-Italic
    /SymbolGreekP
    /SymbolGreekP-Bold
    /SymbolGreekP-BoldItalic
    /SymbolGreekP-Italic
    /SymbolGreekPMono
    /SymbolMT
    /SymbolProportionalBT-Regular
    /SymbolsAPlentySH
    /Symeteo
    /Symusic
    /Tahoma
    /Tahoma-Bold
    /TahomaItalic
    /TamFlanahanSH
    /Technic
    /TechnicalItalic
    /TechnicalPlain
    /TechnicBold
    /TechnicLite
    /Tekton-Bold
    /Teletype
    /TempsExptBoldSH
    /TempsExptItalicSH
    /TempsExptRomanSH
    /TempsSwashSH
    /TempusSansITC
    /TessHoustonSH
    /TexCatlinObliqueSH
    /TexCatlinSH
    /Thrust
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-ExtraBold
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Oblique
    /Times-Roman
    /Times-Semibold
    /Times-SemiboldItalic
    /TimesUnic-Bold
    /TimesUnic-BoldItalic
    /TimesUnic-Italic
    /TimesUnic-Regular
    /TonyWhiteSH
    /TransCyrillic
    /TransCyrillic-Bold
    /TransCyrillic-BoldItalic
    /TransCyrillic-Italic
    /Transistor
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /TranslitLS
    /TranslitLS-Bold
    /TranslitLS-BoldItalic
    /TranslitLS-Italic
    /TransRoman
    /TransRoman-Bold
    /TransRoman-BoldItalic
    /TransRoman-Italic
    /TransSlavic
    /TransSlavic-Bold
    /TransSlavic-BoldItalic
    /TransSlavic-Italic
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /TribuneBold
    /TribuneItalic
    /TribuneRegular
    /Tristan
    /TrotsLight-HMK
    /TrotsMedium-HMK
    /TubularRegular
    /Tunga-Regular
    /Txt
    /TypoUprightBT-Regular
    /UmbraBT-Regular
    /UmbrellaPSMT
    /UncialLS
    /Unicorn
    /UnicornPSMT
    /Univers
    /UniversalMath1BT-Regular
    /Univers-Bold
    /Univers-BoldItalic
    /UniversCondensed
    /UniversCondensed-Bold
    /UniversCondensed-BoldItalic
    /UniversCondensed-Italic
    /UniversCondensed-Medium
    /UniversCondensed-MediumItalic
    /Univers-CondensedOblique
    /UniversExtended-Bold
    /UniversExtended-BoldItalic
    /UniversExtended-Medium
    /UniversExtended-MediumItalic
    /Univers-Italic
    /UniversityRomanBT-Regular
    /UniversLightCondensed-Italic
    /UniversLightCondensed-Regular
    /Univers-Medium
    /Univers-MediumItalic
    /URWWoodTypD
    /USABlackPSMT
    /USALightPSMT
    /Vagabond
    /Venetian301BT-Demi
    /Venetian301BT-DemiItalic
    /Venetian301BT-Italic
    /Venetian301BT-Roman
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /VinetaBT-Regular
    /Vivaldii
    /VladimirScript
    /VoguePSMT
    /Vrinda
    /WaldoIconsNormalA
    /WaltHarringtonSH
    /Webdings
    /Weiland
    /WesHollidaySH
    /Wingdings-Regular
    /WP-HebrewDavid
    /XavierPlatoSH
    /YuriKaySH
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Medium
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZappedChancellorMedItalicSH
    /ZurichBT-BlackExtended
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


