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Abstract. This work introduces a new finite field multiplier based on
a modification of the standard Most Significant Digit Element (MSDE)
first multiplier introduced in [25]. The modification results in a slight
improvement in the area complexity of the multiplier when compared
to the work in [5] and in a significant reduction in the critical path of
the multiplier. We provide estimates for the area and time complexities
of the multiplier. We conclude that the presented design is well suited
for implementations of ECC that target ultra-constrained environments
such as RFID tags and sensor nodes.
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1 Introduction

In recent years, we have seen the widespread development of technolo-
gies which in one way or another will enable the next revolution after
the Internet: the Internet of Things. Examples of such technologies are
Radio Frequency Identification (RFID) systems and (ad-hoc) sensor net-
works. RFID technology is an enabler for applications such as [16]: goods
tracking in supply chain management, automated inventory management,
automated quality control, access control, and payment systems, but also
applications deriving from the interaction of tagged objects with intel-
ligent devices in the home and our surroundings (intelligent refrigera-
tors, washing machines, intelligent posters, etc.). Sensor networks have
wide range of applications [9] such as surveillance, distributed disaster
management systems, emergency response, habitat and environmental
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monitoring, and monitoring of interactions in wildlife, health-care, and
manufacturing process flow.

Such applications give rise to a series of security problems which could
be roughly divided into two groups: entity authentication (is node A for-
warding the right information? is this an authentic tag?) and privacy
(is reader X allowed to access the data stored in tag B? Is an external
node allowed to listen in on communication in a private network?). Such
problems have forced researchers to develop numerous solutions as Juels
[16] describes in the context of RFID systems and Chan and Perrig [8] in
the context of sensor networks. In the beginning, many of the proposed
solutions were based on new protocols and primitives. In particular, tra-
ditional cryptographic primitives were not considered feasible because of
their area cost and power consumption. However, recently there has been
renewed interest in investigating the feasibility of public-key cryptogra-
phy and, in particular, elliptic curve cryptography (ECC) engines for such
constrained environments as RFID [3,4] and sensor nodes [5].

It is well known that any elliptic curve engine is composed of memory,
control logic and an arithmetic logic unit (ALU), whose largest compo-
nent is a finite field multiplier. In fact, there is a large body of research on
finite field multipliers already. For example, characteristic two field archi-
tectures have been considered extensively, probably due to the straight
forward manner in which elements of Fs can be represented, i.e., they can
be represented by the logical values “0” and “1”. In recent years, F,m
fields, where p is odd, have also gained interest in the research commu-
nity. Mihélescu [18] and independently Bailey and Paar [1] introduced
the concept of Optimal Extension Fields (OEFs) in the context of ellip-
tic curve cryptography. OEFs are fields F,» where p is odd and both p
and m are chosen to match the particular hardware used to perform the
arithmetic, thus allowing for efficient field arithmetic. Generalizations [2]
and hardware architectures for such fields have also appeared in the liter-
ature [22,6,7]. Interestingly enough, all previous architectures have been
optimized for either the time-area product metric or for performance (i.e.
time) as these have been the parameters that designers traditionally look
at. In this paper, we propose a somewhat different approach as area? is a
fundamental constraint in both RFID systems and sensor networks. Thus,
we revisit digit-serial multipliers and investigate ways to minimize their
area requirements. Interestingly enough we come up with new digit-serial
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multipliers with reduced area requirements and improved critical path.
Our key observation is that the modular reduction circuit can be placed
in a different place in the multiplier giving a slight improvement in area
and with a minor impact on the critical path of the architecture when
compared to standard digit multipliers [25]. Compared to the work in [5],
we improve both the area and the critical path.

The remainder of the paper is organized as follows. Section 2 gives
a brief overview of related work. We briefly review digit multipliers and
their complexity in Sect. 3. In Sect. 4, we introduce our new multiplier
design aimed at reducing area, analyze its complexity and compare it
to the architecture of [5], which is the smallest multiplier design known
in the literature while still achieving acceptable performance. Finally, in
Sect. 5 we provide conclusions and point out future work.

2 Related Work

2.1 Previous Finite Field Multipliers

For fixed irreducible polynomials, there are three different types of ar-
chitectures used to build F,» multipliers: array-, digit-, and parallel-
multipliers [25]. Parallel multipliers process all coefficients of both operands
at once and generate all the coefficients of the result at the same time.
Parallel multipliers (see for example, [21,26,11]) have a high critical path
delay but only require one clock cycle to complete a whole multiplica-
tion. Thus, parallel multipliers exhibit high throughput and they are best
suited for applications requiring high speed. However, they are expensive
in terms of area when compared to serial multipliers and most of the time
prohibitive for cryptographic applications. Thus, they are not considered
any further in this work. Array-type (or serial) multipliers process all
the coefficients of the multiplicand in parallel in the first step, while the
coefficients of the multiplier are processed serially. Array-type multipli-
cation can be performed in two different ways, depending on the order
in which the coefficients of the multiplier are processed: Least Signifi-
cant Element (LSE) first multiplier and Most Significant Element (MSE)
first multiplier. Digit-multipliers, introduced by Song and Parhi [25], are
a generalization of serial multipliers which process more than one coef-
ficient of the multiplicand at the time. They are also divided into Most
Significant and Least Significant Digit Element first multipliers, depend-
ing on the order in which the coefficients of the polynomial are processed.
Notice that if the digit size is set to one, a digit multiplier becomes a
serial multiplier.



Kumar et al. [17] have recently presented optimum digit sizes for high
speed implementations of Digit-serial multipliers. They show that digit
sizes of the form 2! —1, where [ is an integer, have smaller critical path and
area-time product. They also present different Digit-serial multiplier ar-
chitectures based on the number of accumulators in the multiplier. Thus,
the Double-Accumulator Multiplier (DAM) and N-Accumulator Multi-
plier (NAM) are described in [17]. They show that these multipliers pro-
vide different optimum choices for area-time product, enabling designers
to choose the best optimum multiplier for a given timing requirement.
Notice that additional accumulators in multipliers imply additional regis-
ter resources and thus, higher area requirements than those of traditional
digit multipliers.

For arbitrary irreducible polynomials, there is also a broad litera-
ture (see for example [23,15,10]). However, it is our opinion that for
ultra-constrained environments such as RFID tags and sensor nodes, such
methodologies are too expensive and provide a level of functionality that
it is unnecessary for the application. Thus, we focus on fixed irreducible
polynomial multipliers in the remainder of this paper.

Although small area architectures for finite field multipliers have not
been extensively considered on their own, applications such as ECC for
extremely constrained environments have been considered in the litera-
ture. Thus, we surveyed this literature as well.

2.2 ECC for Constrained Environments

Low-power and compact implementations became an important research
area with the constant increase in the number of hand-held devices such
as mobile phones, smart cards, PDAs etc. Schroeppel et al. [24] pre-
sented a design for ECC over binary fields that was optimized for power,
space and time in order to provide digital signatures. The processor in
[24] had an area complexity of 191,000 gates. From these, the multiplier
over the composite field Fyi7s required 6200 gates. The work of Good-
man and Chandrakasan [13] also dealt with energy-efficient solutions.
They proposed a domain-specific reconfigurable cryptographic processor
(DSRCP) for ECC over prime and binary finite fields. No details are pro-
vided about the resources required by the multiplier. Ozturk et al. [20]
introduced modulus scaling techniques that are applicable for ECC over
a prime field to develop a low-power elliptic curve processor architecture.
They obtained an ECC processor over a 166-bit long prime of size 30,333
gates with a performance of 31.9 msec for point multiplication. In [12],



Gaubatz et al. compared implementations of Rabin’s scheme and NTRU-
Encrypt with an ECC solution for wireless sensor networks. The ECC
processor occupied an area of 18,720 gates and used a prime field of order
~ 2100.

RFID-based identification is an example of an emerging technology
which requires authentication as a cryptographic service. Recently, Wolk-
erstorfer [27] showed that ECC based PKC is feasible on RFID-tags by
implementing the ECDSA on a small IC. This work is the first complete
ECC low-power and compact implementation that meets the constraints
imposed by the EPC standard. Following, this line of work, Batina et al.
[3,5,4] have also presented architectures for small arithmetic units suited
for RFID and sensor networks. In [3,4], the authors investigate different
trade-offs that can be made in an ALU suited for implementing ECC over
Fom. Their ALU consists of an MSD multiplier, a squarer and an adder. A
3-to-1 multiplexer allows to select the result depending on whether a mul-
tiplication, an addition, or a squaring operation is desired. The smallest
design in [4] required 6306 gates for an ALU suited to Fqizi. In [5], the
authors proposed an ALU without a squarer. In particular, they com-
bine a MSD multiplier with the ability to perform addition without a
big hardware overhead. One key observation in this architecture is that
multiplexers can be substituted for AND gates and flip-flops with a load
input. We will discuss the design in more detail in Sect. 3.

3 Digit-Serial Multipliers for F,m

3.1 Notation

In the following, we will consider the field F,m generated by an irreducible
polynomial over F, of degree m, ¢(z) = 2™ +Q(z) = xm—i-Zf:O gzt k<
m. We assume o to be a root of g(z), thus for A, B,C € Fpm, we write
A=3T" B aio, B =Y Yoo, ¢ = 57 20 cza', and a;, b;,¢c; € Fp.
Notice that by assumption q( )= 0 since « is a root of g(x). Therefore,

k

0" = —Q(0) = 3" (~a)a’ &)

=0

gives an easy way to perform modulo reduction whenever we encounter
powers of o greater than m —1. Addition in F,m can be achieved as shown
in (2)

m—1
C(a) = A(a) = (ai+b) (2)
=0



where the addition a; + b; is done in F,,. Multiplication of two elements
A, B € Fpn is written as C(o) = Z;i_ol cial = A(a) - B(a), where the
multiplication is understood to happen in the finite field F,» and all
al, with t > m can be reduced with (1). We will abuse our notation
and throughout the text we will write A mod ¢(«) to mean explicitly the
reduction step described previously. We will refer to A as the multiplicand
and to B as the multiplier. Finally, notice that although our treatment is
general (for any characteristic), we are particularly interested in binary
fields for our particular application setting: ECC on ultra-constrained
environments such as RFID and sensor nodes.

3.2 LSDE and MSDE Multipliers

Digit multipliers, introduced in [25] for fields Fy, are a trade-off between
speed, area, and power consumption. This is achieved by processing sev-
eral of the multiplier’s (B) coefficients at the same time. The number of
coefficients that are processed in parallel is defined to be the digit-size
and we denote it with the letter D.

For a digit-size D, we can denote by d = [m/D] the total number
of digits in a polynomial of degree m — 1. Then, we can re-write the
multiplier as B = Z?;()l B;aP*, where

D-1
Bi:ZbDi+jaju 0§z§d—1 (3)
7=0

and we assume that B has been padded with zero coefficients such that
b =0form—1<i<d-D (ie. the size of B is d - D coefficients but
deg(B) < m). Hence,

d—1
C =ABmod g(a) = A Z BiaP mod ¢(a) (4)
i=0
In the following, we revisit digit-serial /parallel multiplication algorithms.
These algorithms are classified as Least Significant Digit-Element first
multiplier (LSDE) and Most Significant Digit-Element first multiplier
(MSDE). Here, we have used the word element as in [6] to clarify that
the digits correspond to groups of I, coefficients in contrast to the binary
case where the digits are groups of bits [25]. Using (4), the product in
this scheme can be calculated as follows

C = AB = [ByA+B;(Aa” mod g(a))+. . .4+Bq_1(AaP 2P mod ¢())] mod ¢(a)
(5)



Algorithm 1 LSDE Multiplier

Require: A = Z;’;Bl a;a’, where a; € F,, B = Ziz%g_l B;aP?, where B; is as defined
in (3) _

Ensure: : C =A-B = mel c;a*, where ¢; € Fp

1: C+—0 =
2: fori=0to [F]—1do
3 C— BA+C

4: A« Aa® mod q(a)

5: end for

6: Return (C mod g(a))

This is summarized in Algorithm 1. A similar derivation can be per-
formed for MSDE multipliers resulting in Algorithm 2. Notice that in

Algorithm 2 MSDE Multiplier

Require: A = Z:;Bl a;a’, where a; € F,, B = Zf;ol B;aPt, where B; is as defined
in (3)
Ensure: C=A-B = Z;’;Bl cial, where ¢; € F,
:C 0
:fori=0tod—1do
C «— AB4_1-; + (C mod q(a))a®
4: end for
5: Return (C mod g(«a))

W N =

both LSDE and MSDE multipliers, the intermediate result C' is of degree
larger than m = deg(q(«)). This fact translates into two consequences: (i)
both LSDE and MSDE multipliers require a number of storage elements
which is larger than the degree of the irreducible polynomial ¢(«) and (ii)
after d loop iterations, one must perform one extra reduction. In a LSDE
multiplier, products of the form Wa®” mod F(a) occur (as seen in Step 4
and 3 of Algorithms 1 and 2, respectively) which have to be reduced. As
in the serial multiplier case, one can derive equations for the modular
reduction for general irreducible F(«) polynomials. However, as shown
in [25,6], it is more interesting to search for polynomials that minimize
the complexity of the reduction operation. We recall two theorems in [25]
which define these optimum irreducible polynomials.

Theorem 1. [25] Given an irreducible polynomial of the form q(a) =
a™ + qra® + Z?;& qjozj, with k < m. Fort < m —1—k, o™ can be
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reduced to degree less than m in one step with the following equation:
k—1
o™ mod q(a) = —gra™ =) " gjal (6)
7=0

Theorem 2. [25] For digit multipliers with digit-element size D, when
D < m—k, the intermediate results in Algorithms 1 and 2 can be reduced
to degree less than m in one step.

Theorems 1 and 2 implicitly say that for a given irreducible polynomial
q(a) = o™+ qra + Z;:l gjo?, the digit-element size D has to be chosen
based on the value of k, the second highest degree in the irreducible poly-
nomial. The architectures of the LSDE and MSDE multipliers are shown
in Fig. 1 and 2. From Fig. 1, we can identify the following components

<<D
Shift Left
byD

<<D
Shift Left
byD

______________________________________________________________________________

Fig. 1. Fom LSDE multiplier Fig. 2. Fom MSDE multiplier

for the LSDE multiplier:

1. The multiplier core which computes the intermediate B; A + C' and
stores it in the accumulator.

2. The main reduction circuit to shift A left by D and reduce the result
mod ¢(«).

3. The final reduction circuit to reduce the contents in the accumulator
to get the final result C.



4. A 2-to-1 m coefficient MUX which selects between the original input
A and the updated A

Similarly, from Fig. 2, we can identify the following components:

1. The multiplier core which computes B; A + C.

2. The main reduction circuit to shift the intermediate result C' and
reduce the result mod ¢(«).

3. The final reduction circuit to reduce the contents in the accumulator
to get the final result C.

All the components run in parallel requiring one clock cycle to complete
each step. The critical path of the whole multiplier normally depends
on the critical path of the multiplier core. We notice that the design in
[5] is also based on a MSDE multiplier (for binary fields). However, it
has certain characteristics which makes it interesting and innovative. The
authors are able to use an m coefficient (resp. bit) register instead of a
m+ D —1 coefficient register by performing a modular reduction for every
coefficient (of the digit B;) multiplication in the digit-multiplier core. The
multiplier has a modular design and it is composed of identical cells. Each
cell performs the operation C¥) «— (C’(i_l) + b;A mod p(«)) . Thus, for
a digit D they have D cells and D reduction circuits. This architecture is
very similar to the folded MSDE multiplier of [25]. Batina et al. further
minimize the size of the overall ALU by allowing the accumulator register
C to have a load input and taking advantage of the fact that if C' is loaded
with an initial value I, then we obtain an adder for free without extra
hardware?.

We do not provide here an analysis of the area requirements and the
critical path of the different components of the multiplier. Rather, we refer
to [25,14,17] for such an analysis. Table 1 summarizes the area require-
ments and time complexity of known Fom digit multipliers. We estimate
the area in terms of AND gates, XOR gates, single-bit Flip-Flops, and
(2:1)-bit MUXes. The number of XORs and the critical path is based on
the assumption that a binary tree structure is used to add the required
elements and that a known fixed irreducible polynomial is used (thus,
the modular reduction circuit is composed of only XOR gates). For n
elements, the number of XOR gates required is n— 1 and the critical path
delay becomes the binary tree depth [logyn]. We calculate the critical
path as a function of the delay of XORs ( Axor), AND gates (Aanp),

4 The observation that we can calculate A- B+ I for “free” first appears in [19] in the
context of ECC processors.



and MUXes (Appx). This allows our analysis to be independent of the
cell-technology and field used for the implementation. Notice that we do
not make any assumptions about the form of the irreducible polynomial
(whether it is a trinomial, pentanomial, etc.) chosen to perform the reduc-
tion operation. However, we do assume that the irreducible polynomial
is known ahead of time, implying that the modular reduction operation
requires only XORs. This also implies that these complexities are upper
bounds. We do not include the multiplier of [17] in Table 1 because it
requires more hardware resources than those presented by others.

Table 1. Area complexity and critical path delay of digit multipliers over
Fom. Digit size D and fixed p(«) satisfying Theorem 1.

Multiplier [Circuit Area Critical Path Latency
Type Complexity Delay (# clocks)
AND ]XOR INIUXI FF

LSDE [25] |Shift-register B - - - m [logo(D +1)] [[m/D]+ 1—
AB; + C mD mD — — Axor+ §(1, D)

A mod g(a) kD m m AaND+
Accumulator C — — — m+ D —1|Apux
Final reduction (k+1)(D—-1)] - —
Overall mD D(m + 2k +| m [3m+ D —1
H—-(k+1)

MSDE [25]|Shift-register B - - - m [logo (2D + 1)] |[[m/D] + 1—
ABg_1_; + (C mod g(a)a”[ mD [(m + k)D - - Axor+ 5(1, D)
Accumulator C — — — (m + D) |AanD
Final reduction — (k+1)(D-1)] - —

Overall mD D(m + 2k + 2m + D
D - (k+1)

MSDE [5] [Shift-register B m 2DAxoR+ [m/D]
Accumulator C — — — m AAND
D cells computing mD + D |[D(m+k+1)] — —
bj Aa mod p(a)

Overall D(m + 1)[Dm+k+1)] — 2m

4 Improved Digit Multipliers

4.1 Idea

We recall the Step 3 of Algorithm 2 in (7), which is the step that is
performed in every iteration of the algorithm.

C «— AB4_1-; + (C mod q(a))aD

(7)

We notice that (7) can be re-written as (8), where we have made used
of the fact that the modular reduction operation is commutative with
addition and multiplication operations in the field of definition.

C«— (ABg_1-i + C'aD) mod ¢(«)

10

(8)




Algorithm 3 Modified MSDE Multiplier

Require: A = Z?;Bl a;o’, where a; € F,, B = Zf;ol B;aP?, where B; is as defined
in (3)
Ensure: C=A-B=Y"."cia’, where ¢; € F,,
1. C«0
2: fori=0tod—1do
3: C «— (ABdflfi + C’ozD) mod g(«)
4: end for

Using (8), we can re-write Algorithm 2 as Algorithm 3. Notice that now
deg(C) < m, in every iteration of the algorithm. Algorithm 3 implies
the multiplier shown in Figure 3 for the particular case of a binary field.
Notice that Algorithm 3 does not require the last modular reduction in

<<D
Shift Left
byD

m

m bit Register

Fig. 3. Modified MSDE multiplier in Fom

Algorithm 2 thus resulting in an area complexity advantage. However,
when compared to the work in [5], it is not clear if there are any advan-
tages. Thus, we analyze the complexity of the multiplier next.

11



4.2 Area-Time Complexity for Optimal Irreducible
Polynomials over Fam

Before estimating the complexity of the modified MSDE multiplier, it is
helpful to obtain equations to describe the values of C at iteration ¢ in

Algorithm 3. Thus, assume that B; is as in (3), ¢(a) = o™ + SF
(Theorem 1), A =

m—1
i=0 @i

s—0 qs0°

at, and D < m — k (Theorem 2). We also

define intermediate variables C’ and E. Then,

m+D—1 )
Z c;.(l)aj = E® 4 ct=DgP
m+D—2 ‘ D-1 '
= cfn— m+D-1 Z ( Sl + ¢ G- )) ol + e§~l)a7 9)
=D §=0
) A m—1 k D-1
C = ¢ mod p(a) = c;(z)oﬂ + Z ( qs - c](i)m) o™ (10)
=0 s=0 j=0
where C(-1) = 0 and
m+D—2 . m—1 . D—-1
= Z 6(1)04J =By 1. A= Z aja’ ( bD(d—l—i)—i—saS)
§=0 §=0 5=0
m—1D—1 A
= Z Z a; - bD d—1— z)—i—s) a]-i—s (11)
] S=

For the particular case of Fom, the above implies the following:

— It follows from (9) that to compute the intermediate result C’ we

require m — 1 XOR gates.

It follows from (11) that in each iteration one requires mD AND gates
in parallel and Z -2 Z] p_1(D— 1)+Em+D 2(m+D—-2—j) =
(D —1)(m — 1) XOR gates to compute £,

The previous statement also implies that the double summation in
(10) requires m(k+1) AND gates and (D — 1)k XOR gates. However,
assuming that p(«) is fixed and known ahead of time, the AND gates
are not required and we are only left with the XOR gates. Thus, the
overall complexity of (10) is (D — 1)k + (k+ D) = D(k + 1) XOR
gates.

To reduce the critical path of the multiplier we also use a binary tree
architecture. We have D terms resulting from the modular reduction

12



and D + 1 from the multiplier and the accumulator. This results in a
maximal critical path of ([logy(D)] + [logy(D +1)]) Axor + Aanp.

The previous discussion is summarized in Table 2.

Table 2. Area complexity and critical path delay of modified digit mul-
tiplier over Fom. Digit size D and fixed p(«) satisfying Theorem 1.

Multiplier Circuit Area Critical Path Latency
Type Complexity Delay (# clocks)
AND| XOR _|MUX[FF
modified MSDE [Shift-register B m ([loga (D) ]+ [m/D]
(ABg_1_; + Ca”) mod g(a)[mD [(m+ k)D| — [ — | [loga(D +1)]) Axor+
Accumulator C m AAND
Overall mD [(m + k)D 2m

From Table 2 and 1, it is easy to see that the proposed multiplier
results in a small area improvement when compared to [5] and in a sig-
nificant improvement in terms of critical path.

4.3 Other Observations

We notice that the present architecture can be combined with some of
the design choices made by Batina et al. [5]. In particular, the idea of
providing a loadable C' register can be combined with the present multi-
plier as well. This would lead to a somewhat smaller implementation of
an ALU targeting an ECC implementation.

Notice also that the same idea used in [5] to avoid having to imple-
ment an adder can be applied to LSDE multipliers to reduce their area
complexity. In particular, not only can you provide a loadable C' regis-
ter but also a loadable A register. This would allow the designer get rid
off the MUX in Fig. 1. Nevertheless, it is apparent from the results that
MSDE architectures are always better in terms of area when compared
to LSDE-based multipliers.

5 Concluding Remarks

This work introduces a new finite field multiplier based on a modification
of the standard MSDE multiplier introduced in [25]. The modification
results in a slight improvement in the area complexity of the multiplier
when compared to [5] and in the ability to reduce the critical path of the
multiplier from linear complexity to logarithmic complexity. We conclude

13



that the presented design should be the architecture of choice for imple-
mentations of ECC that target ultra-constrained environments such as
RFID tags and sensor nodes. We also notice that the present architecture
shows even greater appeal for applications in which the field characteris-
tic is non-binary, such as systems based on the computation of the Tate
pairing. Future work will include the implementation of the multiplier in
hardware and its application to an ECC processor.
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